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Abstract: We propose a telepresence system with a real human face-shaped screen. This system tracks the remote
user’s face and extracts the head motion and the face image. The face-shaped screen moves along three degree-of-
freedom (DOF) by reflecting the user’s head gestures. We expect this system can accurately convey the user’s non-
verbal information in remote communication. In particular, it can transmit the user’s gaze direction in the 3D space
that is not correctly transmitted by using a 2D screen, which is known as “the Mona Lisa effect.”” To evaluate how
this system can contribute to communication, we conducted three experiments. As the results of these evaluations, we
found that the recognizable angles of the face-shaped screen were bigger, and the recognition of the head directions
was better than those of the flat 2D screen. More importantly, we also found the face-shaped screen could accurately
convey the gaze directions and it solves the Mona Lisa effect problem even when screen size is reduced.
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1. Introduction

Telepresence is a technology that gives people the feeling of
being present and realistic sensory at a remote location. We con-
sider that telepresence systems are of three types in point of fo-
cusing on tele-existence or realism: One, the video conferencing
systems [2], [3], which convey these sensory equally. The second
is focused on realism. User wears a head mounted display, and
acquires a immersion and highly realistic sensory [16]. The third,
avatar operating systems [1], [15], [19]. The remote speaker tele-
operates own avatar mounted a projector and a mike to show his
presence. Our system is related to the last category.

We consider nonverbal information is very important to convey
these sensory to substantialize richer communication. It is said
that nonverbal information is an important role in communica-
tion. Previous teleconference systems can convey the appearance
of user and sound but hardly convey the head motion and gaze di-
rection which needs spatial location awareness. To address these
problems, we developed the LiveMask “‘surrogate” system with
a face-shaped screen (Fig. 1). This system tracks the remote par-
ticipant’s face image and head orientation by computer vision,
and moves the face screen using the 3 DOF (degree of freedom)
mechanism (Fig. 2). Since the face screen is molded based on the
3D data of the participant’s real face, the projected image is ac-
curate even when it is seen from the different angles. We expect
this system can convey non-verbal information of the participant,
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Fig.1 Communication applied on LiveMask.

and in particular, the participant’s gaze direction, which is not
possible using a 2D screen.

In addition, we examine the value and effect of scale reduction
of such face-shaped displays. We expect small size face displays
retain the benefit of real-size talking-head type telecommunica-
tion systems. It is easier to transport or put on a desk, and it
can be worn on the shoulder of the local participants so that peo-
ple bring it like a small buddy [8]. However, it is not clear how
such reduced-size face screen might change the quality of non-
verbal communication. We thus conducted an experiment using a
1/14 scale face display, and found critical nonverbal information,
such as gaze-direction, is still correctly transmitted even when
face size is reduced.

The content of this paper was reported at Interaction 2012 in March 2012
and the paper was recommended to submit for Journal of Information
Processing society.
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2. Related Work

When studying telepresence, embodying the remote speaker
who doesn’t exist at same place is an important issue. In recent
years, researchers have strived to convey not only realistic sen-
sation and tele-exisitance, but also psychological elements such
like affinity, confidence, and engagement. We focused on non-
verbal information, which is important as communication, and
developed a “surrogate” set in remote place, which can convey
head gestures ad eye gaze.

Hydra [4] is a table-top telepresence system that facilitates dis-
tance communication for 4 people. Each small unit acts as a sur-
rogate for each remote speaker and has a monitor to display their
faces. We consider it better to use a face-shaped screen as a sur-
rogate, which can provide a greater sense of fidelity and trust.

In the Talking Heads project, a face image was projected on
face-shaped screen [6]. Our study tracks face and head by a cam-
era, so we don’t have to wear any devices just as in a real face-to-
face situation. And the effectiveness and superiority of 3D form
screen is not revealed in comparison to 2D screen.

Kidd and Breazeal presented that a robot is perceived more
engaging and credible than a computer-graphic agent[14]. An
android is a robot designed to look and act like a human and
Geminoid [20] is a tele-operated android for tele-communcation.
While it has strong presence because of having a very human-like
appearance, which is seen as uncanny. Ishiguro et al. concluded
that people felt a stronger presence from a human-like telecom-
munication medium than from other ones. Android robots have
strong existence, but its versatility is low because cost and time of
developing each person’s robots. The system with a face-shaped
screen is making trade-off of existence and versatility.

Moreover, a number of studies have mimicked the remote
speaker’s gestures, which are controlled remotely by an operator.
Nakanishi et al. noted the effectiveness of social telepresence that

Fig. 2 LiveMask - To make the system small, we examined the angle of
field for the projector, and reflect the image using the first-surface
mirror. The black object is a camera platform.

© 2013 Information Processing Society of Japan

can approach the viewer [17]. Also Mebot[7] is a telerobot that
performs social expressions, making viewers perceive a sense of
engagement and familiarity.

It is well known that eye gaze plays a crucial role in dynam-
ics of conversation such as turn-taking, controlling the flow of
interaction [13], controling the other person’s reaction, and main-
taining a level of intimacy [9]. Most current telepresence systems
use a flat screen, which causes viewers to feel eye contact at any
angle, what is called the Mona Lisa effect[12]. There are some
studies on the difference of eye gaze by forms of projected sub-
stance [10], [11]. However, there is a need for more experimen-
tal proof concerning the use of human-shaped displays to realize
high realistic sensation in telepresence. We couldn’t find the pre-
vious research on whether the result is the same as CG image pro-
jection, so we tested the use of a real human face-shaped screen

and human image.

3. LiveMask: Telepresence System with a
Face-shaped Screen

3.1 System Overview

The system is composed of remote-operator side tele-operating
LiveMask and receiver side where LiveMask is placed (Fig. 3).
Voice communication is supported by using Skype. Operator
looks at the remote place from usb camera view mounted on Live-
Mask (Fig.4). In future work, usb camera should be mounted
corresponding to eye gaze of LiveMask. Also, the size of person
showed on monitor is to adjusted.

3.2 Face-shaped Screen

The face-shaped screen, which is an essential part of this sys-
tem, is made from the mold of an actual human face. We tested
our telepresence system with various screen types. Then we
found that the resultant projected image was not realistic and was
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Fig.3 System overview: The head motion and the face images are extracted
by faceAPI and process these data to send to receiver side.
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Fig. 4 Remote operator looks at the local user from camera view.
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Fig. 5 3DOF - Pan-shaking the head from side to side, Tilt-nodding up and
down, Roll-inclining the head from side to side.

Fig. 6 Image Processing - Screenshot of facial recognition. In the image on
the left, the state of head inclined has been adjusted, resulting in the
right texture image. The image is inverted for projection.

discomforting unless we used a real face-shaped screen to repre-
sent the person. At the beginning, we tried to create a moulage
from a female facial mold, which required great care. Later, we
established another means to make the face-shaped screen, which
is the method we follow currently. We used a 3D scanner to obtain
3D information about the user’s face and provided this as input to
a 3D printer to make a male mold. Finally, we manufactured a
face-shaped screen using thermoplastic sheet.

3.3 Head Motion Mechanism

This system has a mechanism that permits 3DOF, panning, tilt-
ing, and an inclination of the head (Fig.5). We controlled the
system by tracking head motion through the use of the FaceAPI
library [S], which is a product developed by a company called
Seeing Machine. Pan-tilt head motion is opereted by using cam-
era platform, and that roll head motion is operated with servo
motor. The axis of rotation of human head motion is located un-
der the ears. While, the axis of rotation of LiveMask is around
neck, so that pan motion rotates widely. This is because projector
is mounted inside the system to shorten the distance of projec-
tion and to make structure of reflecting. According to the center
of gravity of entire system, current system doesn’t correspond to
real human movement.

3.4 Extraction of the Face Image

The texture image is created by FaceAPI when performing fa-
cial recognition is projected on the system. From participant’s
face image, head position and angle are estimated, and frontal
face image is restored (Fig. 6). We make use of this texture and
manipulate the image to adjust for errors and deviations due to
projection.

3.5 Projector

We use a Pico Projector manufactured by Microvision. This
projector is laser-based, so it is suitable for projection on an ir-
regular surface without requiring focus adjustment.

© 2013 Information Processing Society of Japan
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Fig. 7 Experiment 1 setup - On the left: the perspective image. On the
right: participants look the screen from a distance and answer the
questions.

4. Experiment

We conducted the experiments to investigate how effective the
face-shaped screen and head motion of LiveMask contribute com-
munication. The first one is examining the blind angle of a face-
shaped screen and a flat screen, and evaluating the ease of dis-
tinguishing facial expressions. We expect these 2 kinds of screen
have a difference as reading expressions. The second experiment
is evaluating how the face directions of the remote user can be
correctly transmitted. This experiment is for studying head mo-
tion. The third experiment is evaluating how the gaze direction
can be correctly transmitted. By using real human face-shaped
screen, we tested eye gaze can be transmitted.

4.1 Preparatory Experiment: Blind Angle

In a real meeting, people are seated around a table, so they
don’t always sit in front of the telepresence system. Imagine a
conference situation in which the number of telepresence displays
on the table is the same as the number of participants joining from
a distance. If screens of system are flat, it’s difficult for a person
sitting next to the system to read expressions because he/she has
to view the remote speaker’s face at that angle. On the other
hand, LiveMask can be more easily seen because its profile has
an irregular surface. If a screen has a three dimensional surface,
expressions can be read not only from an anterior view but also
from the side and above, just like a real human face. We con-
ducted an experiment to investigate the blind angle, which is the
angle at which people stop recognizing the projected face on the
screen. There were 8 participants in the experiment.
4.1.1 Purpose

The goal is to examine the blind angle of each of the two types
of screen. We define the blind angle that people can’t recognize
the identity of the person projected on the screen. The criteria of
judgement is whether participant can recognize the person pro-
jected on screen.
4.1.2 Study Setting

The LiveMask is fixed on the desk, and the seat of participants
is in a fixed position relative to the LiveMask (Fig.7). The flat
screen for the experiment has been cut to adjust the size of the
display. Three people’s images are prepared for projection. The
angle the system sets to the participant is defined 0° and the ex-
periments start from this angle.
4.1.3 Procedure

1) Participant sits on the seat placed in front of the LiveMask
system and adjusts the height of the seat if needed.
2) A flat screen is fitted onto the front of the LiveMask.
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3) The operator projects the images of three people randomly, and
participants identify the subjects from different angles. When the
participant can identify the projected image with complete ac-
curacy, then that angle of viewing is noted as not being a blind
angle.
4) Steps 1) to 3) are repeated with a face-shaped screen fitted onto
the front of the LiveMask.
4.1.4 Result

Flat screen: At 90°, the flat screen is invisible to all partici-
pants. However, in an inclination range of 5° to 85°, all partici-
pants could identify the remote subject (Fig. 8).
Face-shaped screen: All participants could identify the subject
at an angle of 90° because of the uneven contours of the 3D facial
mold. Next, the operator inclined the face-shaped screen to the
opposite side. Participants could accurately identify the subject
from approximately 105° to 110°.

4.2 Experiment 1: Facial Expressions

Next, we studied the ease and degree of discrimination between
different facial expressions when using face-shaped screens as
opposed to flat screens.
4.2.1 Purpose

The goal of this experiment is to study the difference in the de-
gree of recognition as well as the ease of discrimination between
facial expressions while using a face-shaped screen as opposed to
a flat screen.
4.2.2 Study Setting

We prepared 20 images (Fig. 9), each of which represents one
person reacting to a stimulus, with five different kinds of expres-
sion. These facial expressions denote joy, sadness, anger, sur-

Bl siind Angle [ ]visible Angle

1054

85°

0

/"} — _'0\\
Fig. 8 Blind angle - (A) is a flat screen. More than 85° is a blind angle.
(B) is a face-shaped screen. It has a 3D surface, making the visible
angle wider. More than 105° is a blind angle. We examined the an-

gle indicated by arrows. The result is assumed to be symmetric, then
inverted.

Joy Sadness Anger Surprise Fear

Fig. 9 Five kinds of emotion used for experiment - Each type is prepared
by four photos.
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prise, and fear. Using the same experimental environment as that
in Preparatory Experiment, the operator projected those images
onto either a flat screen or a face-shaped screen randomly, and
participants had to identify the expressions that they saw on the
screens (Table 1).
4.2.3 Procedure

1) Before the experiment, we showed each participant five
kinds of pictures (joy, sadness, anger, surprise, and fear), to es-
tablish a common baseline between all participants, as to which
kinds of facial expressions were being shown.
2) From preparatory experiment, the blind angle of the flat screen
was obtained as 85°. Therefore, we adopted this viewing angle to
establish how often participants identified facial expressions cor-
rectly.
3) We then repeated steps 1) to 2) using face-shaped screens and
adopting the blind viewing angle for face-shaped screens, which
also was obtained in preparatory experiment.
4) After the experiment, we asked participants what their bench-
marks are to determine and identify expressions in the study. In
addition, we solicited their opinion on which type of screen made
it easier to identify expressions.
4.2.4 Result

Flat screens were marked by a greater accuracy in recognition
than face-shaped screens, but the difference is minor enough to
regard the use of both as yielding the same result. In the case of
the face-shaped screens, participants could see the screen (105°
to 110°), but it was difficult to recognize the expresion (See Ta-
ble 2).

4.3 Experiment 2: Compare Head Gesture of Livemask to
2D Screen
Furthermore, we also conducted an experiment to recognize
the directional instructions indicated by LiveMask implemented
head gestures to compare usual 2D display. In a real meeting,
people often discuss while turning in the direction of a speaker
and explain by turning towards a whiteboard or wall that includes
content. Where is the remote speaker turning on? We were thus
able to conduct an experiment with head gestures, and compared
the ease of distinguishing when using 2D display, as opposed to
the gestures of LiveMask. We also test with the two kinds of
different screen attached on LiveMask.
4.3.1 Purpose
The goal is to compare the head gestures of LiveMask to the
images projected on a 2D display. Currently, people use telecon-
ference system on 2D. In this experiment, we compare how this

Table 1 Experiment 1: Condition.

Shape Expression | Head gesture
i Flat screen 5 types -
ii | Face-shaped screen 5 types -

Table 2 Experiment | Result: The success rate of recognition.

Average  Std.Dv.
i) Flat screen 85° 71.9% 0.113
i) Face-shaped screen 85° 70.0% 0.963
ii) Face-shaped screen 105°-110° | 25.0% 0.134

(i) : Flat screen
(ii) : Face-shaped screen
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Table 3 Experiment 2: Condition.

Shape Expression Head gesture
I 2D display Pointing* | Pointing (on 2D)
11 LiveMask with flat screen Static Pointing (on 3D)
IIT | LiveMask with face-shaped screen Static Pointing (on 3D)

Pointing*: User turns on and looks forward to an image. The direction of

eye sight is conform with head gesture.

m

Fig. 10 Experiment 2: Condition - (I) is a image for study setting of 2D dis-
play. (II) is a image for study setting of LiveMask system attached
a flat screen, and (III) is attached a face-shaped screen.

Fig. 11 2D display condition - Each 9 images is projected on a flat display.

TOP /——\FRONT
180
180

Board 30 18
a @aH®bH@CH©dH=@e
( S 70 90 T
'1 2 (@< @ 0@,
Participant tay v 24

unit: em

Fig. 12 Experiment 2 Study Setting.

system convey the head gesture of remote speaker to LiveMask
system. Furthermore, we investigate the difference of screen
shape effects on LiveMask gesture (Table 3).

4.3.2 Study Setting

Nine signs were attached (listed in alphabetical order from a)
to 7)) to the wall. Assuming that the remote speaker is turning
to one sign among nine, participants must identify which sign
the remote subject is turning to. One way to do this is by study-
ing the two-dimensional images (Fig. 10 (I)). The second way is
by checking the direction towards which the LiveMask is point-
ing. This LiveMask has a flat screen (Fig. 10 (II)). The last is
by checking the direction of LiveMask attached on a face-shaped
screen (Fig. 10 (II1)). These instructions are preconfigured.
2D image (Condition I) : The remote speaker sits on a chair in
study setting and looks at the nine signs by using her head. The
scenes shown below were pictures taken from the viewpoint of
the participants (Fig. 11).
Head gestures (Condition II, III) : The system had advance
knowledge of the nine different neck positions. In this case, dif-
ferences in the identification of facial expressions may depend
upon the line of sight, so we projected the same facial expres-
sions on the screen.
4.3.3 Procedure

1) First, start by studying the two-dimensional images. The

© 2013 Information Processing Society of Japan
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Condition

[m] =] i
(Average response time} Accuracy Approximate Accuracy

() 2D Display 19.4% 83.3%

(10.315) '

77.8%

(Il)  Flat screen

(6.13s) 100%
(111) Face-shaped 87.5%

screen 100%

(5.45s)

0% 50% 100%

Fig. 13 Experiment 2 Result - It takes about 2 times longer to use 2D display
than LiveMask. Approximate accuracy is the rate counted identifi-
cation of adjacent signs as also correct (e.g., If the right answer was
e, but d, h and i were also regarded correct answer).

30° 20° 10° 0* -10° -20° -30°

Fig. 14 Experiment 3 Eye Gaze - Facial position is fixed and eye gaze
changed only by using his eyeballs. From left, the direction of gaze
is changed 30°, 20°... in increments of 10°.

participant sits on left side. While setting up the test, participant
is blindfolded (Fig. 12).
2) When setting up is complete, the blindfold is removed and the
Operator asks participants which signs the subject indicate. The
participant answers as soon as possible. The Operator measures
the time for each answer.
3) After testing all nine position randomly, it is changed to Live-
Mask system. Each test conducted again by 1 set (9 times).
4.3.4 Result

When using a LiveMask with a face-shaped screen (Condition
IIT), many participants could complete identification with almost
total accuracy, 87.5%. The accuracy of Condition II using flat
screen was 77.8%, which was lower than that of Condition III,
but higher than that of Condition I. While using the 2D display
under Condition I, only 19.4% accuracy was obtained. However,
if we were to count the identification of adjacent signs as also cor-
rect, the percentage of approximate accuracy rose to 83.3%. The
response time to a question was apt to take 2 times longer when
using a 2D display (Fig. 13).

4.4 Experiment 3: Perception of eye Gaze

In Experiment 2, we studied the effect of movement of Live-
Mask. This experiment, we limit condition and only test eye
sight.
4.4.1 Purpose

The goal is to clarify whether there is a difference in direction
of eye gaze when using a flat screen and a face-shaped screen.
4.4.2 Study Setting

In advance, prepare the photos (Fig.14). One person looks
from —30° to 30° in increments of 10°, only changing his eye
gaze. On the same setting as Experiment 1, these photos are pro-
jected onto a flat or a face-shaped screen of LiveMask (Table 4).
As Fig. 15, at each position participants look at 7 photos, and per-
form in total 7 positions (This is 1 set). Each screen is tested by
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Table 4 Experiment 3: Condition.

Shape Expression | Head gesture
i Flat screen Eye sight -
ii | Face-shaped screen Eye sight -

Screen

30° /| L\ 30
.20° ,/'I‘:: Participant

100 o 100 (L)
6 0 2
5 4 3

Fig. 15 Experiment 3 Procedure - Participant moves from —30° to 30° by
adding 10° and answers whether he/she can make a contact with an
image projected on a screen.

Table 5 Experiment 3 Result: The eye sights.

Accuracy  Std.Dv.
i) Flat screen 36.6% 0.30
ii) Face-shaped screen | 75.9% 0.17

Accuracy : percentage of questions answered correctly.

2 sets.
4.4.3 Procedure

1) Participants adjust the seat at —30°, matching the height of
the flat screen’s eyes.
2) The participant views the 7 photos, and answers if the eye gaze
matches. After answering, the chair is moved by 10° in clockwise
direction.
3) Repeat until it reaches an angle of 30°. Then, repeat steps 1 to
3, using the face-shaped screen instead of the flat screen.

4.4.4 Result

Table 5 shows a summary of the results. When using face-
shaped screens the accuracy was 75.9%. On the other hand, when
using flat screens acurracy was lower: 36.6%. Also for each of
the images, the answers are distributed diagonally for the face-
shaped screen, while the answers for the flat screen are distributed
horizontally around 0° (Fig. 16). This means that the directions
of gaze are conveyed to participants when using a face-shaped
screen. For the flat screen, the images 0° (front side) tend to
make eye contact at any angle. Look at Fig.17, the direction
of eye gaze is not different under condition (a): front viewpoint.
While, directional eye gazes are different between two screens
under condition (b): diagonal viewpoint (Fig. 18). Actually, the
person of (1) looks toward front side (0°), but we feel making
eye contact with (1). At gaze direction —30°, (4) projected on
face-shaped screen seems to make eye contact with us. However
we can’t make eye contact with (3), which seems to look at the
another direction.

4.5 Complementary Experiment: Effect on Perception of
Eye Gaze by Downsizing

In our previous experiment, we recognized the Mona Lisa

effect occurred when the image subject looking at front side

projects, we felt like making an eye contact with the image at any

angle, fundamentally we shouldn’t have felt. In this experiment,
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Participant’s position
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(a) Face-shaped screen
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(b) Flat screen

Fig. 16 Experiment 3 - Result of eye gaze : Grid shows the number of an-
swers. The color of grid depends on the number of answers. The
answers are distributed diagonally for the face-shaped screen, while
the answers for the flat screen are distributed horizontally around
0°.

EYE CONTACT

Flat screen/
LiveMask

e :‘\9/:‘
W

.

(1) Flat screen (11) LiveMask
Gaze direction 0°

(X) LiveMask
Gaze direction -30°

(l1) Flat screen

Fig. 17 Condition (a) The camera viewpoint is at 0° - (I) and (II) are pro-
jected a same image of the gaze direction 0°. (IIT) and (X) are also
projected a same image of the gaze direction —30°. The direction of
eye gaze is the same between flat screens and face-shaped screens.
We feel like making eye contact with (I) and (II).

we examine the system can convey the direction of eye gaze even
if the face-shaped screen is reduced at 1/14 (Fig. 20). Small sys-
tem has some merits. It can be placed on the desk without excess
space, and that be used as portable and wearable system. In pre-
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INCORRECT

Flat screen/
LiveMask
N
\VAS o
N (1)Flat screen (2)LiveMask
N Gaze direction 0°

EYE CONTACT

(3)Flat screen (4)LiveMask
Gaze direction -30°

Fig. 18 Condition (b) The viewpoint is at —30° - (1) and (2), (3) and (4)
are projected on each image of gaze direction-0°, —30°. The di-
rection of eye gaze is different between flat screens and LiveMask.
INCORRECT indicates the remote user’s gaze direction is not cor-
rectly perceived from the observed point (the Mona Lisa effect). We
feel like making eye contact with (1) and (4), but the subject of (1)
in fact is looking at 0° like (2). If the subject of (3) looks at —30°,
we will make eye contact with (3) like (4). However, the subject of
(3) seems to look at the different direction.

Fig.19 Comparison of the size: On the left is 1/14 scale face-shaped screen.
On the right is the real size face-shaped screen.

4

Fig. 20 On the right: Comparison with a real-size face shaped screen and
downsized the face-shaped screen at 1/14. On the left: Image of
mounting around the shoulder.

vious experiment, we tested that under study setting that the par-
ticipant face on the system by using real size face-shaped screen.
In this experiment, suppose the scene the participants wear the
system around their shoulders and read the eye gaze by looking
into face-shaped screen.
4.5.1 Purpose

The objective is to recognize which direction the subject looks

© 2013 Information Processing Society of Japan
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Participant
(as a Wearer)

" o
30° 20° 10° 0° -10° -20° -30°

Fig. 21 Study Setting: The system on the shoulder displays the Fig. 14 im-
ages randomly. The participants answer one point which the subject
looks at among 7 points.

Table 6 The result.

Average  Std.Dv.
The accuracy 44.5% 0.181
The approximate acurracy | 88.6% 0.160
The approximate acurracy : count the identification
of adjacent point as also correct.

Answer of participants
20| 30

A>=10

6<=A<10
3<=A<6
3<A

The angle of eye gaze

Fig.22 Distribution of the all answers: The answers are counted in the same
way with Fig. 16.

in by reading his eye gaze using a small face-shaped screen from
the wearer’s viewpoint.
4.5.2 Study Setting

Photos are prepared in advance (Fig. 14). One person looks
from —30° to 30° in increments of 10°, but only changes his eye
gaze. The subject of the picture is supposed as the remote user.
A white board with 7 points is prepared. These 7 points match
the direction of the remote user’s eye gaze. The participants are
supposed to mount the system on the shoulder in the experiment
(Fig.21). The number of participants is 5.
4.5.3 Procedure

1) Participants adjust the height so that their shoulder is under
the system.
2) The operator tells the participant that the person looks in any
direction, and let the participants respond if the eye gaze matches.
The answer is recorded by the operator.
3) The participant views the 7 images randomly, and repeats 3
sets.
4.5.4 Result

44.5% accuracy was achieved. However, if we were to count
the identification of adjacent signs as correct, the percentage of
approximate accuracy increased to 88.6%. See Fig.22, which
shows distribution of all answers. The answers crowed together
diagonally. Thus, we assumed that participants could understand
the remote user’s gaze direction. We found that the system cor-
rectly transmitted even when the face size is reduced.
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5. Discussion

According to the Preparatory experiment, face projection on
a face-shaped screen could be recognized at a wider angle than
a flat screen. The face-shaped screen has less of a blind angle,
so it can not only be used sitting around a large conference table,
but also in a situation where viewers are in random locations in
aroom. A face-shaped screen can also be useful to effect tele-
existence by making use of a wide visible angle. In the result
of Experiment 1, there was a slight difference in the ability to
read expressions between the 2 screens, but subjective opinions
were divided over the ease of reading expression. Two people
answered that flat screens are easier to understand and felt that
it was difficult to see facial features on a 3D display. They said
that features such as the height of nose and curve of cheek made
the other side of the face invisible. They tried to read expressions
by viewing the full face. The study setting is static in this ex-
periment, but LiveMask is able to turn towards viewers in a real
meeting, so these problem will be solved. Participants who saw
the LiveMask for the first time said “it has a sense of presence and
is more attractive.” The result in Experiment 2 for judging direc-
tional instructions revealed a big difference. Gesture of LiveMask
gave easier directions than that of 2D display. About screen type,
a face-shaped screen was slightly recognizable than a flat screen.
Judging from 2D images, the accuracy is very low. However if
one regards images that were adjacent to the correct image to be
correct, each participant recorded close to 80% approximate ac-
curacy. There are some reasons for the worse accuracy using a
2D display. From participants’ later comments, “the person’s eye
gaze was so wide that subject on 2D display appeared to look at
3 or 4 signs instead of looking at just one.” 2D images are capa-
ble of showing the rough direction, but cannot indicate the pre-
cise position and the direction. This is because human eye gazes
appear wider when the subject in a 2D image looks at a certain
point. If the screen has moving mechanism, the system can give
us directional information clearly according to the result of Live-
Mask. To convey the remote user’s intense, it’s an approach to
implement user’s movement. In Experiment 3, we tested the dif-
ferences in the direction of eye gazes when using the two types
of screens. In the result, changes in eye gaze were recognizable
on the face-shaped screen, but not on the flat screen. It is diffi-
cult to recognize small changes in eye gaze and eye contact on
the flat screen, so using the face-shaped screen could resolve this
problem. When we see the person who looks forward, projected
on a flat screen, we failed to make eye contact with him at any
angles because of the mona lisa effect. Thus, we misunderstand
if the form of screen is flat. On the other hand the effect doesn’t
occur on the face-shaped screen, and we established appropriate
eye contact with the person at each gaze direction. Most telep-
resence systems have used a flat screen, but the form should be
three dimensional at least part of the eye to convey the remote
speaker’s gaze direction (Fig. 23).

From the Complementary experiment results, even if the
face-shaped screen is downsized, the gaze direction can be con-
veyed. In the experiment, we assumed that the system was
mounted on the shoulder, and participants answered while watch-
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Fig. 23 Comparison of screens - The same image is projected on 2 kinds
of screen. The left is a flat screen, and the right is face-shaped one.
The each direction of eye gaze looks different.

ing at their shoulder. Some participants were surprised that they
felt like making eye contact with this system. There are previous
wearable systems, but they have mechanic expression [18], [21].
If the system with face-shaped screen is downsized, we can take
“surrogate” as a wearable system. Then the system conveys the
human expression directly. Thus, if it is possible to make eye
contacts between the wearer and remote user, the system can be
useful for looking at each other to have an intimate conversation
with remote user.

6. Conclusion

In this paper, we presented a telepresence system as a surro-
gate, which has a real face-shaped screen and moves according
to the remote participant. We examined the effectiveness of the
face-shaped screen and the understandability of the indicated di-
rection with the use of head gestures and eye gaze. The evaluation
results indicate that the face-shaped screen has a possibility to use
not only for face-to-face communication but also for various in-
teractions because of its wide visible angle. Although there is
no measurable difference in the ease of facial expression recog-
nition between flat screen and face-shaped screen, many partic-
ipants remarked that facial expressions are easy to understand,
and the face-shaped screen is more attractive than the flat screen.
More importantly, we confirmed that gestures the LiveMask per-
formed was definitely more understandable than images on the
2D display. We could also confirm that a face-shaped screen cor-
rectly transmit gaze direction by solving the “Mona-Lisa effect,”
a common gaze-recognition problem of face-to-face communica-
tion when using a 2D screen.

Moreover, even if a face-shaped screen is downsized at 1/14,
the benefits of solving of “Mona-Lisa effect” is still retained. The
small telepresence system is easier to bring or put on the desk,
and it can be worn on the shoulder of the local participants so
that people bring it like a small buddy. We expect that this small
system provides a more intimate impression.

In future work, we would like to make it clarify the effect of
smallness, for instance, whether a small system provides an im-
pression such as familiarity and an attachment. Studies on how to
convey a remote user’s presence are underway.
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