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Multimedia Communication in a Hierarchical Group

Yasutaka Nishimura, Tomoya Enokido, and Makoto Takizawa
Dept. of Computers and Systems Engineering
Tokyo Denki University
E-mail {yasu, eno, taki} @takilab.k.dendai.ac.jp

Large number of peer processes are cooperating by exchanging messages in peer-to-peer systems. In this paper, we
discuss a hierarchical group protocol aiming at reducing communication and computation overheads for scalable group
communication. A hierarchical group is composed of subgroups where each subgroup is furthermore composed of sub-
groups. In traditional hierarchical groups, a pair of subgroups communicate with one another through a gateway process.
A gateway process is performance bottleneck and single point of failure. In order to increase the throughput and relia-
bility of inter-subgroup communication, messages are in parallel transmitted in a striping way through multiple channels
between the subgroups. We discuss how to design a hierarchical group for realizing high-performance multimedia com-
munication among large number of peer processes.
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1. Introduction

In various types of applications, multimedia messages
are exchanged among application processes. Each appli-
cation requires a system to support some quality of service
(QoS), bandwidth, delay time, and message loss ratio. It
is critical to discuss how to' support each of huge num-
ber and types of application processes with enough QoS
in change of network environments and requirements. In
this paper, we discuss how to support flexible group com-
munication service of multimedia data for applications. In
peer-to-peer (P2P) [16] and Grid [9] computing systems,
hundreds to thousands, possibly million peer processes are
cooperating, which are widely distributed in networks. In
a wide-area group, processes are distributed in wide-area
networks. Takizawa et al. [22] discuss fully distributed
protocols for a wide-area group which supports destina-
tion retransmission to reduce time for detecting and re-
transmitting messages lost.

Traditional communication protocols, TCP [18] and
RTP [19] support processes with reliable one-to-one and
one-to-many transmission of data, respectively. Here,
messages are efficiently and reliably transmitted from a
process to one or more than one destination process. Re-
cently, multiple connections are used to in parallel trans-

mit data from a process to another process in the network
striping like GridFTP [2], SplitStream [6], and PSockets
{20] in order to increase the throughput. In PSockets [20],
data is divided into partitions and the data is striped over
multiple sockets, i.e. each partition is transmitted at a dif-
ferent socket. In SplitStream [6], data is split and each of
split data is transmitted in a tree routing. In GridFTP [2], a
high-performance file transfer protocol (FTP) is discussed
by using multiple connections.

Tree routing protocols [7, 10] to multicast messages are
discussed. In the group communication, processes not
only send messages to but also receive messages from
multiple processes. Various types of group communica-
tion protocols are discussed to causally deliver messages
[15]. Takizawa and Takamura [24] discuss how to support
the causally ordered delivery of messages in a hierarchi-
cal group by using the vector clock whose size is the total
number of processes. Here, a group is composed of sub-
groups where processes in different subgroups exchange
messages via gateway processes. Taguchi and Takizawa
[23] discuss two-layered and multi-layered group pro-
tocols where a group is composed of subgroups. In
Totem [14], processes are interconnected in a ring net-
work. Rings can be hierarchically interconnected. Here,
messages are ordered by using the token passing mech-



anism. The protocol cannot be adopted for a large-scale
group due to delay time to pass a token.

In these hierarchical protocols, a gateway process in
one subgroup exchanges messages with other subgroups.
Each gateway process is not only performance bottleneck
but also single point of failure. In this paper, we dis-
cuss a hierarchical group (HG) for a large-scale, wide-
area group of processes for supporting high-performance
multimedia communication. Here, a pair of subgroups are
interconnected through multiple communication channels
among multiple processes in the subgroups to realize par-
allel, striping communication [20] and to increase the reli-
ability. That is, inter-subgroup communication is a many-
to-many type. In addition, the number of connections can
be changed, i.e. the more number of connections are used,
the higher bandwidth and reliability are supported for ap-
plications. In order to transmit multimedia data, realtime
constraints are satisfied. We discuss how to design a hi-
erarchical group for a set of processes so as to realize the
delay time among processes.

In section 2, we discuss a model of a hierarchical group
(HG). In section 3, we discuss striping inter-group com-
munication. In section 4, we discuss how to design hier-
archical group. In section 5, we evaluate the hierarchical
group in terms of delay time and the number of messages
compared with the flat group.

2. Hierarchical Group
2.1. Model of hierarchical group

A group of multiple peer processes are cooperating
by exchanging messages in order to achieve some objec-
tives. In one-to-one and multicast communications [7],
each message is reliably routed to one or more than one
process in tree routing protocols [18]. On the other hand,
a process sends a message to multiple processes while re-
ceiving messages from multiple processes in group com-
munication [4,5]. Here, a message m; causally precedes
another message my (m; — my) if and only if (iff) a
sending event of m, happens before {12] a sending event
of mo [4]. Here, every common destination process of
messages m; and mq is required to deliver the message
m; before the other message my. Linear clock [12] and
vector clock [13] are used to causally deliver messages in
distributed systems.

In aflat group, every pair of peer processes directly ex-
change messages with one another. Most group commu-
nication protocols [5, 15,21] are discussed for flat groups.
Due to computation and communication overheads O(n)
to O(n?) for the number n of processes in a flat group,
it is difficult to support a large number of processes with
group communication service. In order to realize a scal-
able group, we discuss a hierarchical group G which is
composed of subgroups. Processes in a group G are par-
titioned into multiple subgroups. There is one root sub-
group Gp. Subgroups Gj, ..., Gk are connected to the

Figure 1. Hierarchical group.

root subgroup Gy. Here, k indicates the degree of the root
subgroup Gy, i.e. the number of child subgroups. Then,
each subgroup G; is furthermore connected with sub-
groups Gi1 ...Gik, (i = 1,...,k) asshowninFigure 1. A
subgroup G; is composed of processes p;1, . . . pis; (Si >
1) where s; is the size of the subgroup G;. Here, G; is a
parent subgroup of G;; which is in turn a child group of
G; according to the tree conventions. Thus, the subgroups
are hierarchically structured. In a hierarchical group [23],
every pair of parent subgroup G; and child subgroup G;;
communicate with one another through one channel be-
tween gateway processes g; and g;; as shown in Figure
2. Here, the gateway processes and communication chan-
nel between them imply performance bottleneck and sin-
gle point of failure. In order to increase the performance
and reliability, every pair of parent and child subgroups
communicate through multiple communication channels
as shown in Figure 1.

For example, a process p;2 in a parent group G; com-
municates with a pair of processes p;;1 and p;j2 in a child
subgroup G;;, and another process p;3 communicates with
processes Pij1 and p;;4 in Gy; as shown in Figure 3. The
processes piz, Pi3, Pij1, Pij2, and p;j4 play a role of gate-
way between a pair of the subgroups G; and G;j. Thus,
a gateway process in the parent subgroup G; is intercon-
nected with gateway processes p;;1 and p;j2 in the child
subgroup G;; through multiple channels. A gateway pro-
cess in a child subgroup G;; has also multiple channels
with gateway processes in a parent subgroup G;. A pair
of parent and child subgroups are interconnected with
many-to-many communication among gateway processes.
Thus, a subgroup G;; communicates with one parent sub-
group G; and child subgroups G;ji - .. Giji;;(ki; = 0).
A process pi; in a subgroup G;; which communicates
with processes in other subgroups are named gateway pro-
cesses. Gateway processes communicating with the par-
ent subgroup G; and child subgroup Gijx are referred to
as upward and downward gateway processes, respectively.
Each process can be both types of gateways. In Figure 3,
processes p;;1 and p;j2 are upward gateway processes in
a subgroup G;;, and processes p;2, pia, and p;4 are down-
ward gateway processes in a subgroup G;. Normal pro-
cesses are ones which are not gateways. p;» and p;4 are
normal processes. Gateway processes also have functions



for transmitting messages in a same way as normal pro-
cesses. In a root subgroup, there are normal processes
and only downward gateway processes. A leaf subgroup
includes normal processes and only upward gateway pro-
cesses. If all the leaf subgroups are at the same layer of
the hierarchy, the hierarchical group is height-balanced.

Figure 3. Striping communication.

Since the communication and computation overheads
are O(n?) for number n of processes in a group, the size
of each subgroup is bounded due to the limitted computa-
tion capacity of each process. The number s; of processes
in a subgroup G; is bounded to be smaller than S(s; < s).
The smaller size of each subgroup is, the more number
of subgroups, i.e. the height or breadth is increased. If
the number b; of child subgroups of a subgroup G is in-
creased, the overhead for inter-group communication is
increased. Hence, s; > s when s shows the minimum
number of processes in the subgroup G;. Processes leave
and join a subgroup G; e.g. due to the fault and recovery
from the fault. In addition, quality of service (QoS) sup-
ported by processes and networks is changed. Processes
in a subgroup may move to another subgroup to satisfy
the performance and QoS requirements. If the number of
the processes is larger than S, the subgroup G; is split-
ted. On the other hand, if the number of a subgroup G;
gets smaller than s, the subgroup G is merged into a sib-
ling subgroup. Thus, S > s; > s for the size s; of every
subgroup G;. A hierarchical group is dynamically height-
balanced as discussed in B-tree [3].

2.2. Data transmission

In this paper, we assume a process sends a message to
all the processes, i.e. broadcasts a message in a group G.
Suppose a process p;; originally transmits a message m in
a subgroup G;;. The messages are forwarded to processes
in the group G as follows :

1. The process p;; first sends a message m to every pro-
cess in the subgroup G;;.

2. On receipt of a message m, an upward gateway pro-
cess p;p forwards the message m up to downward
gateway processes in the parent subgroup G;.

3. On receipt of a message m, a downward gate-
way process p;, forwards the message m down
to upward gateway processes in child subgroups
Gij1s - - - Gijky;-

In each subgroup, a process delivers messages to all
the processes by using its own synchronization mecha-
nism like vector clock [13). Gateway processes in parent
and child subgroups communicate with each other in the
striping transmission way [6]. The striping inter-subgroup
communication is discussed later.

3. Striping Inter-subgroup Communication

In traditional hierarchical groups [8,23], processes in
a pair of subgroups G; and G;; communicate with each
other only through one gateway process in each subgroup
as shown in Figure 2. Here, the gateway process and chan-
nel between the gateway processes can be performance
bottleneck. In addition, if the gateway process or the chan-
nel is faulty, the subgroups G; and G;; cannot be commu-
nicated, i.e. single point of failure. In order to increase
the performance and reliability of group communication,
a pair of parent and child subgroups communicate with
one another through multiple channels. Let D;; be a set of
downward gateway processes in a parent subgroup G; to
communicate with a child subgroup G;;. Let U;; be a set
of upward gateway processes in a child subgroup G;; to
communicate with a parent subgroup G;. The downward
gateway processes in D;; are communicating upward with
the processes in Uj; in a many-to-many type of communi-
cation.

Dest(dit;s)

Dest(du;s*)

Figure 4. Striping.



Messages are transmitted in subgroups. Suppose a
downward gateway process d;; in D;; receives a message
in a parent subgroup G;. Each downward gateway pro-
cesses d;, is connected with upward gateway processes in
Ui;. Here, let DestU(d;;) be a set of upward gateway pro-
cesses in a child subgroup G;; with which a downward
gateway process d;s communicates. DestU(d;s) C D;;.
There are following ways for downward gateway pro-
cesses in a parent subgroup G; to forward messages to
the child subgroup G;; : ‘

1. Each gateway process sends same messages to the
destination processes.

2. Each gateway process sends messages different from
the other gateway processes.

In addition, each downward gateway process trans-
mits messages to multiple upward gateway processes in
DestU(d;s). There are following ways for a downward
gateway process d;s to transmit messages :

1. Same messages are transmitted to each upward gate-
way process in DestU(d;;).

2. Different messages are transmitted to each process in
DestU(d;s).

In addition, each downward gateway in G; can in par-
allel send messages to multiple upward processes in G;;.
That is, a gateway process sends different messages to dif-
ferent upward gateway processes.

Each upward gateway process in a child subgroup G;
sends messages to downward gateway processes in a sub-
group G; in a same way as the upward-to-downward
many-to-many communication.

4. Design of Hierarchical Group

We discuss how to design a hierarchical group for a set
G of peer processes pi, ..., pn Which are distributed in
networks. Here, the size |G| of the group G is n. Each
pair of processes p; and p; can communicate with one an-
other through a logical channel C;;. A channel can be
realized in UDP [17] or a connection of TCP [18]. Each
channel Cj; is characterized in quality of service (QoS)
Qij, i.e. delay time, bandwidth, and packet loss ratio. In
this paper, we assume that each channel supports enough
bandwidth like 106G Ethernet [1]. Messages may be lost
and delayed due to congestions and faults. In order to re-
alize real-time multimedia communications, it is critical
to decrease the delay time. We discuss how to construct
a hierarchical group from a set G of processes so as to
minimize the delay time.

Let d;; stand for the message delay time from a pro-
cess p; to another process p;. The delay time d;; can
be obtained in networks, for example, by using the ping
mechanism. The distance 6(p;, p;) between a pair of pro-
cesses p; and p; is defined to be round trip time d;; + d;;
between p; and p;. 6(pi,p;) = O for every process p;.
The distance is symmetric from the destination. Let Dg

be a set of distances between every pair of processes in G,
{6(pi, pj)| pi,p; € G}. AvDist(p;, G) shows the aver-
age distance from a process p; to every other process in
G ie. 3, eq 8(pi,p;)/(IG] - 1).

Given a process set G and the delay set Dg, a par-
ent subgroup Gy and child subgroups Gy, . . ., Gy, are ob-
tained by the following procedure DV where s is the num-
ber of processes to be in G and k& is the number of child
subgroups of Gg. Here, G = GoU G U - UGy, G N
G; = ¢, and G; N G; = ¢ for every pair of different
subgroups G; and G;.

DV(G’DGa S, k) {
Gy := Parent(G,Dg, s);
{G1,-..,G} := Child(G — Go¢,Dg-g,, k);
if G = Gy,
fori=1,...,k{
Gio = DV(G;, Dg, 5);
Gip is a child of Go}
return(Go);

First, a parent subgroup Gy is obtained by the proce-
dure Parent(G, Dg, s), where Gy includes more number
of processes than s/2 — 1 and fewer number of processes
than s + 1. The procedure Parent is given as follows :

1. Initially, Go := ¢; and i := 0;

2. Select a process p in whose AvDist(p, G) is the min-
imum in G.

3. If i = s, return (Go);

4. Ifi < 5/2, {Go := GoU {p}; G := G - {p};
i:=1+1;g0t02;}

5. If AvDist(p, G) < AvDist(p’,Gg) + a where p’ is a
process whose AvDist(p’, Gg) is the minimum in Gy,
{Go:=GoU{p};G:=G-{p});i:=i+1;g0t0
2.}

6. Return (Gyp);

O: prucess
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Figure 5. k-partitioning of group.

Here, a is a constraint. The larger « is, the more dis-
tant processes included in a subgroup. Gg is removed
from G. Then, the group G is partitioned into k subgroups
Gi,...,Gg which to be child subgroups of Gg by the
Child procedure using a type of k-medoids algorithm [11]
to partition a group to k subgroups as shown in Figure 5.
Processes which are nearer to each other in a group G are
grouped into one subgroup. That is, §(pi, p;) < 0(pi, Pk)



for every pair of processes p; and p; in a subgroup G;
and every process pi. not in G;. There are algorithms like
PAM (Partitioning Around Medoids) [11] and CLARA
(Clustering LARge Applications) [11] to partition a col-
lection of data into clusters. PAM is efficient for small
number of processes (n < 100) and CLARA can be
adopted for more number of processes. The algorithm
PAM is briefly shown as follows :

Algorithm PAM

1. Select k representative processes arbitrarily.

2. Compute the total cost (T'C;;) for every pair of pro-
cesses p; and p; where p; is currently selected but p;
is not selected.

3. Select a non-selected process p; whose total cost
TCj;j is the minimum for the selected process p;. If
TCji; < 0, replace p; with pj, i.e. p; gets a selected
process and p; is not. Goto 2.

4. Otherwise, for each non-selected process p;, find the
most nearer representative process p; and include p;
to a subgroup of p;. Halt.

Figure 6. Four cases for replacing the
medoid.

We discuss how to compute the total cost T'C;; for a
pair of processes p; and p;. Let p; be a current medoid
which is to be replaced, pp show the new medoid with
which p; is replaced, p; denote another non-selected pro-
cess which may or may not need to be changed in the sub-
group, and p;. denote a current medoid which is nearest to
p;. The cost Cjy, is first computed as follows [Figure 6] :

1. Suppose a process p; in a subgroup of a selected pro-
cess p; and second similar selected process such that
d(pj, pn) is the minimum for every selected process.

@ Cjin = 6(pj,P) — 6(pj,pi) if 6(pj,pn) 2
6(1’11 Pk)~

®) Cjin = (pj,pn) — 8(pj, pi) if 6(pj,pr) <
6(1’;‘,291:)'

2. Suppose a process p; currently belongs to a subgroup
other than the one represented by pp,. Let p. be the
representative process of that subgroup.

(@) Cjin = 0if 8(pj, px) > 8(pj, Ph)-
(b) Cjin = &(pj,pn) — 8(pj, px) if 6(pj,pr) <
8(pj, Pr)-
The total cost TC;, is given Zj Cjin.
Next, the algorithm CLARA is shown as follows :
Algorithm CLARA

—

. Fori := 1 t0 5, repeat the following steps:

2. Arbitrarily select a sample set S of 40 + 2k processes
from a group G, and call the algorithm PAM to find
k medoids of the sample set S.

3. For each process p; in the group G, determine which
of the k medoids is the most nearer to p; and add p;
to the subgroup of the medoid.

4. Calculate the average distance of the subgroup ob-
tained in the previous step. If this value is less than
the current minimum, use this value as the current
minimum, and retain the k£ medoids obtained so far.

5. Return to step 1 to start the next iteration.

The complexity of a single iteration is O(k(n — k)2) in
PAM and O(k(40 + 2k)? + k(n — k)) in CLARA for n
processes in a group G.

By using the procedure DV for a group G of processes,
a hierarchical group Hg is obtained. The hierarchical
group Hg is height-balanced.

5. Evaluation

We implement two versions DV, and DV, of the pro-
cedure DV which take usage of the PAM and CLARA al-
gorithms to partition processes to subgroups, respectively.
First, we measure how long it takes to obtain a hierarchi-
cal group Hg for a group G of n processes.

We measure the delivery time from a process to another
process in a hierarchical group Hg and a flat group G.
The delivery time is defined to be duration from time when
a process starts transmitting a message until time when the
message is delivered to all the destination processes.

In the simulation, n processes are randomly distributed
to a geographical location in a 400 x 400 lattice. Here, one
unit in the lattice shows a distance of one msecond delay
time. The distance §(p;, p;) between a pair of processes p;
and p; is calculated in the Euclidean distance between the
locations of p; and p;. The number s of processes in each
subgroup is decided for the total number n of processes as
follows :

1. if n < 500, s = n/10.
2. ifn > 500, s = 50.

The height h of the group Hg is decided for n as fol-
lows :

1. h=10if 100 < n < 500.
2. h = [n/1000}, n > 500.

In the flat group G, a process directly sends a message
(n — 1) times to deliver the message to (n — 1) processes.
For example, it takes 52 mseconds to transmit 100 mess-
ges in a personal computer with dual Intel Pentium Xeon
1.8Ghz. If a process lastly sends a message to the most
distant process, it takes the longest time. If a process
lastly sends a message to the nearest process and every
other process receives the message when the nearest pro-
cess receives the message the delivery time is minimum.
Figure 7 shows the maximum and minimum delivery time
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Figure 7. Delivery time.

in the flat group G and the longest delivery time in the hi-
erarchical group Hg. The delivery time of Hg is almost
constant while the delivery time is O(n) in the flat group.

6. Concluding Remarks

We discussed the hierarchical group (HG) where sub-
groups are hierarchically interconnected through gateway
processes. In order to improve the reliability and through-
put of the inter-subgroup communication, a pair of parent
and child subgroup are interconnected through multiple
communication channels between multiple gateway pro-
cesses in the subgroup. We also discussed how to design
a height-balanced hierarchical group fro ma set of pro-
cesses. In the evaluation, we showed that the hierarchical
group supports shorter delay time than the flat group.
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