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This presentation proposes lightweight implementation of the Haskell compiler based on Glasgow Haskell
Compiler (GHC) to perform automatic parallelization. In recent years, multi-core processors have prevailed
and importance of a parallel programming is growing. Haskell has a lot of potential for parallelism because
expressions are basically side-effect free, and many studies about parallelization of Haskell have been con-
ducted. The previous studies have provided various mechanisms for painless parallel programming; however,
most of them still require manual work to find proper code blocks to be executed parallel. Since paralleliza-
tion incurs runtime overheads, it is essential to find code blocks that are not only parallelizable but also
contribute to improving performance. Therefore, we automated detection of the code blocks suitable for
parallelization through profiling a program and analyzing the result, and applied the mechanism to implicit
parallelization. There have been precedent research about implicit parallelization, but their implementation
for parallelization requires substantial modification to compilers or runtime libraries. On the other hand,
the proposed approach is lightweight in the sense that it requires small modification to GHC because it is
designed to be possible to utilize the result of the profiler embedded in GHC. We investigated effectiveness
of this approach through compiling and parallelizing several benchmark programs.
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