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This paper presents a POS tagging approach that makes use of dependency
information of a word as feature to condition a model. A part-of-speech tagger
for Tagalog makes use of morphological information such as affixes and redu-
plication as features. However, state-of-the art sequential labeling technique
cannot achieve high accuracy for Tagalog. In this work, we investigate the use
of dependency head information of the words to help predict the POS tag of the
word. Most existing dependency parsing assumes POS tagging as a preprocess.
In this paper, we did the reverse. We apply dependency parsing without POS
information, and the POS tagger tested using the output of the dependency
parser. Experiments show that this approach improves the baseline scores of
the POS taggers of about 1.5% for POS unigram model and 2% for POS bigram
model.

1. Introduction

In natural language processing (NLP), part-of-speech tagging

(POS) usually precedes syntactic analysis. POS tags of words in

a sentence are used as input to parse the sentence. This approach

however is subject to error propagation1). Other approaches on

minimizing, if not totally eliminating errors, have been suggested

such as integrated POS tagging and parsing described in 2) and

1). Our work does not focus on integration of POS tagging and

parsing processes. Here, we investigate the use of dependency

information from a dependency parser in POS tagging. We run

an MST parser3) on our data then extracted the auto-assigned

heads of the words and use it as an additional feature for the
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POS tagger. This work is specifically done for Tagalog language;

however, the approach can be adopted for other languages which

shares the same characteristics of Tagalog language, specifically

morphologically rich and syntactically word order free languages.

Tagalog is the national language of the Philippines7). As a

member of the Austronesian language family, Tagalog is morpho-

logically rich language which has affixations, stress shifting, con-

sonant alteration, and reduplication8). Affixations include pre-

fixation, infixation, suffixation and circumfixation, where two or

three affixes are attached to a root word. Aside from its mor-

phological complexity, Tagalog sentences have free word order.

Predicate precedes NP complements; however, the latter take

flexible positions in the sentence.

Compared to other language processing work, Tagalog NLP is

relatively young. Early works on Tagalog language processing

includes part-of-speech tagging 5),9), phrase-structure based sen-

tence analysis10) using Lexical-Functional Grammar(LFG) for-

malism.

2. Tagalog POS Tagging

Accuracy of POS taggers in Tagalog is much lower compared

to other languages [English, 96.65%12), Japanese 97.66%29) and

Icelandic 92.31%28)]. A template-based Tagalog POS tagger has

an accuracy of 78.3%, memory-based tagger with 77%, an HMM-

based supervised tagger has an accuracy of 72%5) and a CRF13)-

based tagger with 87.21%9). Problems like small sized corpora

were said to attribute to the low performance of the systems. On

the other hand, Tagalog’s complex morphological structure also

caused problems in tagging. Adjectives (e.g. mabait (good)) and

verbs (e.g. magalit (to get angry at something/someone))6) have

the same affix ma, thus causing some ambiguities when morpho-
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Fig. 1 Ligature ”na” Fig. 2 Enclitic ”na”

Fig. 3 Dependency tree of the Tagalog sentence
tumawa/VB ang/DT bata/NN nang/RB malakas/RB

logical information (affixes and reduplication) are use as features

to condition a model in the POS tagging9).

Common affixes among word categories is not the only problem

found in POS tagging. In Tagalog, modifiers can be an adjective

or adverb depending on what is being modified by the word.

Aside from modifiers, a lexeme ”na” is found to be ambiguous9).

”na” can function as a ligature, connecting a modified with the

modified word as in Fig. 1 or simply emphasize something such

as in Fig. 2. When POS bigram models were used, it did not

help as well. POS bigram model uses the POS tag of the current

word and the previous word as combined features. However, this

may not be very helpful in predicting the POS tag of a word.

To correctly predict a POS tag of a word, we need not only the

morphological information of the previous word but also words

that have syntactic relations with the word. These scenarios are

suspected to have degraded the POS bigram models instead of

improving the scores.

Fig. 4 Parsing - POS Tagging Process : Dependency parsing and POS tag-
ging training uses gold annotations as dependency information. POS
tag information are not included in dependency parsing training and
testing.

3. Dependency Parsing then POS Tagging

Figure 4 shows the general flow of our approach. We run de-

pendency parsing using MST Parser?1 by McDonald and Pereira

3) without POS tag information. Instead, features such as root

words, affixes and reduplication are used. We independently run

POS tagging training using the manually assigned dependency

information. Features like root words, affixes and reduplication

are also used. POS tagging training and testing are done using

CRF-based sequential labeling tool, CRF++?2.

At dependency parsing testing, the parser automatically assigns

dependency heads to words in the sentence. Since MST’s head

information are index values corresponding to the head’s position

in the sentence (i.e., 0, 1, ..., n, where 0 is the root), we converted

these index values into coarse-grained tags (VB, NN, JJ, etc) of

?1 http://sourceforge.net/projects/mstparser/
?2 http://crfpp.sourceforge.net/
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the true tags of the word when added as feature to POS tagging.

For words with head 0, we assign the value root to know that the

word is the head of the sentence. After extracting the heads from

the parser, we run POS tagging testing.

4. Previous Work

Approaches to POS tagging include rule-based approach11) and

probabilistic approaches such as Hidden Markov Model (HMM),

Maximum Entropy Model12) and Conditional Random Fields

(CRF)13). Given a sequence of words W = w1, . . . wn in a sen-

tence and a set of tags T , the task is to find t1, . . ., tn of T that

corresponds to each word in W 14).

Dependency analysis creates a link from a word to its depen-

dents15). The straightforwardness of dependency analysis has

been used in other NLP tasks such as word alignment19), seman-

tic role labeling18). Dependency parsers developed were either

graph-based3) or transition-based parsers16),17). Syntactic analy-

sis for different languages also use dependency parsers such as in

Japanese20),21), English16), Chinese22),23) to mention some. Usu-

ally, dependency analysis assumes preprocessing of POS tagging.

However, in this work, we do dependency parsing without POS

tag information and use result of dependency analysis as input

to POS tagging process. The free word order nature of Tagalog

language makes it fitting to use dependency parsing than phrase

structure-based parsing.

5. Experiments

5.1 Experiment Data

Tagalog language resource is very limited and dependency an-

notated corpora was not available prior to this work. In this

work, we made use of an existing POS annotated corpora from

De La Salle University (DSLSU)?1and annotate dependencies of

the sentences. Dependency head is assigned to each token in the

POS annotated corpus. The heads are chosen based on relations

of word pairs such as head-complement, head-modifier or head-

specifier. A total of 2,163 sentences, comprising of 28,825 tokens,

were annotated with dependencies. The dependency annotated

data are unlabeled. For POS tags, we use 85 specific tags, which

is a revised version of the Rabo tag set5). Dependency informa-

tion are coarse-grained (word category) information of the spe-

cific tags. The data is then partitioned into 5 parts for the cross

validation. Table 1 shows the data size for both training and

testing.

5.2 Tagging and Parsing

Following a 5-fold cross validation process, dependency pars-

ing is done using MST Parser and POS tagging is done using

CRF++, a conditional random fields-based sequential labeling

tool.

5.2.1 POS Tagging Baseline

POS tagging baseline models are trained using morphological

information (root word, affixes, reduplication) of the current word

w0 and its neighboring words, w+1, w+2, w−1, and w−2 as fea-

tures. This set of features was chosen based on the work of Man-

guilimotan and Matsumoto9). Test results of this experiment

were used as the baseline values.

5.2.2 Parsing

Using CoNLL format MST, we train our parser without using

POS tag information of the word. The dependency parsing was

done separately for two sets of features, root words only, referred

to as MST1, and root words, affixes and reduplication (if avail-

?1 Center for Language Technologies of De La Salle University, Manila,
Philippines
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Table 1 5-fold Cross Validation Data Distribution

Test Train
Parts Tokens Sentences Tokens Sentences
1 5864 419 22961 1741
2 5759 461 23066 1699
3 5827 436 22998 1724
4 5684 391 23141 1769
5 5691 456 23134 1704

able) referred to as MST2. We run the parsers with 1st order

and 2nd order MST. Training phase uses manually assigned de-

pendency annotations. This was done as reference for our parsers

performance in assigning heads to words in the sentence. Parsing

assumes projective dependencies only.

5.2.3 POS Tagging

POS tagging training makes use of manually assigned depen-

dency information and is done independent from parsing. In the

testing phase, we extracted auto-assigned heads of the parser in

Section 5.2.2 and used as features for POS test data.

6. Results and Discussions

6.1 Parsing

Table 2 presents the MST parsing scores. Using root words

with affixes and reduplication, 2nd order MST 2 obtained highest

average unlabeled attachment scores (UAS). Compared to depen-

dency parsing accuracy of other languages, this score is low. One

possible reason is that data size is still small. Since this work is

the first dependency-based parsing for Tagalog, we do not have

base scores to compare these results with against other Tagalog

parsing models.

6.2 POS Tagging

After running the dependency parser we extracted the auto-

assigned heads and added them as feature information to our

POS tagging test data. Results of POS tagging of both baseline

and with dependency information are presented in Table 3. The

columns MST1 and MST2 in that tables refer to POS testing

with dependency information extracted from parsers MST1 and

MST2, respectively (refer to Section 5.2.2).

POS tagging results show that models with dependency infor-

mation, whether using root words alone or with other morpho-

logical features, have higher average accuracy compared to the

baseline. There is an increase of about 1.6% in unigram models

and 2.0% in bigram models average scores. Secondly, dependency

head information did not only improve the scores but scores of

bigram models are higher compared than that of unigram mod-

els, which is not the case with the baseline. In the work of 9)

bigram models also have low accuracy compared to unigram. Bi-

gram models of MST2 (1st order and 2nd order) achieved the

highest accuracy among all the models, which is consistent with

the results MST results in Table 2.

6.3 Analysis and Discussion

We compare the baseline against the errors of MST 2 (2nd or-

der). It is best to compare the baseline with models with the best

score, so we chose only MST 2 (2nd order) for the comparison.

Errors per word class from our baseline and MST 2 models are

shown in Fig. 5 and Fig. 6.

Degraded performance of bigram models in Table 3 is con-

firmed by the errors in Fig. 5 in verbs (VB), nouns (NN) and pro-

nuns (PR). Adjectives(JJ) did not also show significant improve-

ments in bigram. Generally, errors in verbs are caused by am-

biguous affixes and reduplication information resulting to wrong

tags such as JJ (e.g., prefix ma). This type of errors have been

corrected by MST 2 models. However, conflicts in verbal affixes

and reduplication resulted in errors within the verb class.
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Table 2 Parsing results using root words only and using root words, affixes, and reduplication as features

MST 1 MST 2
Feature: root words root words, affixes, and reduplication
Models 1st Order 2nd Order 1st Order 2nd Order

UAS Complete UAS Complete UAS Complete UAS Complete
1 0.691 0.110 0.703 0.107 0.699 0.133 0.705 0.131
2 0.692 0.152 0.700 0.150 0.701 0.150 0.706 0.167
3 0.688 0.112 0.699 0.124 0.707 0.144 0.712 0.137
4 0.712 0.120 0.716 0.125 0.717 0.143 0.722 0.133
5 0.719 0.127 0.723 0.156 0.722 0.118 0.730 0.142
Ave 0.700 0.124 0.708 0.132 0.709 0.137 0.715 0.142

Table 3 POS Tagging Results for Baseline Models, MST1 and MST2 models
*U – Unigram and B – Bigram
**1st – 1st Order MST and 2nd – 2nd Order MST

Models

POS Tagging
Baseline MST1 MST2

1st 2nd 1st 2nd
U B U B U B U B U B

1 87.44 86.85 89.12 89.08 89.20 89.15 89.05 89.23 89.23 89.34
2 86.26 86.16 87.65 87.58 87.84 87.74 87.77 87.58 87.65 87.42
3 87.21 87.11 88.77 88.81 88.82 88.71 88.79 89.18 88.75 89.08
4 87.87 87.28 88.88 88.81 89.05 88.95 89.98 88.86 88.96 88.88
5 86.91 86.62 89.19 89.33 88.89 89.36 89.17 89.38 88.98 89.49
Ave 87.13 86.80 88.72 88.72 88.76 88.78 88.71 88.84 88.71 88.84

Despite the increased average scores in MST2, POS bigram

errors (Fig. 6) is almost the same as POS unigram except for

adverbs (RB). The same observation is seen in MST 2 where

only adverb errors decreased in bigrams. This observation would

support our initial claim that bigrams do not help in improving

tagger performance.

We also compare the errors between baseline unigram and MST

2 unigram as shown in Fig. 7. Although dependency information

did not affect errors in noun (NN), pronoun (PR) and conjuncts

(CC), decrease in errors are seen in verbs (VB), adjectives(JJ)

and adverbs (RB). The same observation is noticed with bigrams

of baseline and MST 2, with a little decrease in error in NN

and PR. Noun errors are generally between personal and com-

mon nouns, which may not be resolved using head information.

Number of wrong tags in pronouns did not change much with

head information because pronouns can takes different heads in

the data set (e.g. VB, CC, NN). These numbers should be taken

with a grain of salt considering that some errors may have been

corrected by MST2-extracted data but some correct data from

baseline may have wrong tags in MST 2 models. However, the

latter case is trivial compared to the number of corrected tags

from the baseline.
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Fig. 5 Baseline Unigram and Bigram Fig. 6 MST 2 Unigram and Bigram

Fig. 7 Baseline Unigram and MST 2 (Unigram) Fig. 8 Baseline Bigram and MST2 (Bigram)
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Figures 7 and 8 show how dependency information improved

the scores by correcting tags from verbs, adjectives and adverbs.

However, this does not mean that the corrected tags have correct

dependency heads, and correct dependency heads did not neces-

sarily correct the tags. The case is, the MST parser may have

assigned arbitrary head to a word, however, in the grammatical

sense, that assigned head is still a possible head of the word.

Although bigram models in the results obtained better scores

compared to unigrams, we cannot directly imply that the adja-

cent words have been the sole factor to this increase. Instead, we

can liberally imply that dependency heads assigned to words or

heads, true heads or not, has affected our POS tagging results.

Words with ambiguous tags such as JJ and RB have shown im-

provements when head information are used.

7. Summary

In this work, we tried a new approach in improving POS tagging

scores. We make use of dependency information of the word as an

addition feature to condition POS tagging model. The baseline

POS tagging system uses root words, affixes and reduplication, if

available, as features. We run MST parser on our data without

using POS tag information then extracted dependency informa-

tion from the parsing results and append this information as a

feature to the POS tagging.

Our results show that dependency head information, while they

may not always be true, helped in predicting the POS tag of a

word. Increase of 1.6% for unigram and 2.0% for bigram were

achieved. Bigram models also showed higher scores compared to

unigram, which is not the case in the baseline models. Whether

the parser assigned a correct head of the word or not, some am-

biguous POS tags were corrected by these heads. Words that has

ambiguous tags such as adjectives and adverbs, as well as words

with common affixes (e.g., verbs vs. adjectives) showed increase

in scores using dependency information.
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