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On Existence of Precedence Functions of

Precedence Grammars
KivosHr Asar*

Following results for precedence grammars are given ;
(1) the necessary and sufficient condition that a precedence grammar has pre-
cedence functions,
(2) the existence of equivalent precedence grammars with precedence functions
to any given precedence grammar,
(3) the existence of equivalent precedence grammars with precedence functions

to any given context-free grammar.

1. Introduction

The operator precedence grammar presented by R. W. Floyd [1] has been
extended to more general precedence grammars by Wirth and Weber [2], A.
Colmerauer [3] and others. At the same period M. Nagao [4] has independently
obtained the idea of precedence grammar using boolean matrices. A. Colmerauer
has also used same types of boolean matrices as M. Nagao’s to extend the concept
of the precedence grammar. Thus the class of precedence grammars tends to
become wider. Practical applications of precedence grammars, however, meet
with a difficulty since sizes of precedence matrices used in the analyses of the
grammars become larger. Two methods have been proposed to remove the
difficulty. The one is reduction of sizes of precedence matrices (Inoue [5] and
others.) The other is the use of precedence functions (Floyd [1].)

Precedence functions, however, have not been considered as tools for ana-
lyses of the grammars since precedence grammars generally have no precedence
function. They are very useful in analysis and construction of a compiler.
Fortunately there exist equivalent precedence grammars with precedence func-
tions for a given precedence grammar and the grammars are natural extensions
of the given grammar. The author uses the fact in construction of a compiler

of a modified P1.360 language [6], [10].

2. Basic definitions and Concepts
In this section we give definitions and theorems of simple precedence gram-
mars. Notations and theorems shown in this section are due to A. Colmerauer [3].
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2.1 Pair Relations
We denote a subset of pair relations over a set £ by p. pb is an abbre-
viation of a pair relation (a, b)€p, where a, b€ E. The set of pair relations is
denoted by EXE and complement of o is denoted by p=EXE—p. The product
oo of relations p, o is defined as
apocb=[there exist c€E, apc N cob].

The closure p* of p is defined as ‘0+:'y1‘0i’ where o'=pp'}, ap®b=[a=0b]. 1f

oo n

the number of elements of the set E is n, p*= U p'= .Ulpi.
1=

i=1
2.2 Context-free Grammars

A grammar G=(Vw, V7, S, P) is a context-free grammar if it satisfies the

following conditions ;

(1) Vu,Vr and S are finite sets such that VaNnVr=¢, S&Vy,

(2) P is a set of finite pair relations—over the set (VyUV7)* of finite sequences
of elements of (VyUV7), including the empty sequence,

(3) if z—y for x, y&€(VyUV71)* and the length of z is unity, then z is an element
of Vu,

(4) if z—y for z,ye(VyUVr)*¥ Z&eVy, x=uZv, y=uwv, then there exist u, v, w
e(VyUVr)* such that Z—w.

The sets Vi, Vr and P are called the set of variables, terminal symbols and
rewriting rules, respectively. z=y» is an abbreviation of relations z—yi—--—yn,
where €V and g1, -+, y»€(VyUV1)*. The language generated by a context-free
grammar G is denoted as L(G)= {reVr*|S=*¢},

2.3 Precedence Grammars

The pair relations «, 2 and p between A, Be€(VyUVzr) of a context-free

grammar G=(Vy, Vr, S, P) are defined as follows ;

AaB=[there exists UeVy, z, ye(VyUVr)*, U2z ABy],

AlB=[there exists y(VyUV1)*, A—>By],

ApB=[there exists z&(VyUVr1)*, B>z A].

New pair relations over VyUVr

~=a, <=ai* and >=p*aUp*al’
are called the Wirth-Weber type simple precedence relations [2], [3]. A con-
text-free grammar G is said to be a simple precedence grammar if for any A, B
€(VwUV7r), there exists one of pair relations >, <, = and ¢ (empty relation).
Hereafter we use the term precedence grammars for only simple precedence
grammar. A simple precedence grammar is said to be unambiguous simple
precedence grammar if it satisfies the following two conditions ;
(1) if X—>u, Y>u, then X=Y,
(2) («nN>)u(<cnNo)U(=N>)=4.
A. Colmerauer has shown that (a) the condition (2) is equivalent to the following
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cndition (2), and that (b) G is a precedence grammar if its precedence relations
>, < and = satisfy the following condition (3);

@) (et najU(prana)u(p*ar Na)U(ptanalt)=4¢,

(3) acz, altc<, pralc>, praltc < U >,

3. Existence Theorem of Precedence Functions

In this section let us show the existence of precedence functions for any
given precedence grammar.
Definition 1. Precedence matrix

A matrix M is called a precedence matrix if its (¢, ;) element is the pair
relation (S, S;) of a precedence grammar G=(Vy, V1, S, P), Si, S;,€(VaUV7).
Example 1.

For simple precedence grammar G=(Vy, Vr, A, P), Vy={A, B, C}, Vr={[, 1, 4},
P={p1, -, ¢}, ¢1: A—CB, ¢3: A—[ ], ¢3: B2, ps: B—>2A, ¢s:B—A, ¢¢: C—[,

assuming >Dp*al’, we can get its precedence matrix as Fig. 3.1.

A B ¢ ) ([ a4
A >
B =
cCl< = < < <
) >
C]l> > > = > >
A = < > <&

Fig. 3.1

As is shown in the above example, the matrix M is composed of NxN
elements when the number of elements of set (VyUV7) is N. The values of N
are not small for practical programming languages, for examle, the value of N
is approximately 500 for Fortran IV language, but we can compress this matrix
to two vectors f and ¢ with N elements, respectively. These two vectors are
called precedence functions.

Definition 2. Precedence functions

Two functions f and g with N values respectively are called the precedence
functions of a precedence grammar G=(Vy, Vr, S, P) if they satisfy the following
relations for any S;, S;,e(VyUV7r);

if S:<S; then f(S:)<g(Sy),
if Si=S; then f(S:)=g¢(S;),
if S;>8; then f(S:)>¢(S)),
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where N is the number of elements of (VyUV7)
Definition 3. Symbols f: and g,.

fi and g; are symbols which have one-to-one correspondence with function
values f(S:) and ¢(S;), respectively. These symbols have precedence f:<g; if
Si<tSy, fizgi if Si=S;, or fi>g; if Si>S,.

We sometimes denote f:<g,; if f: and ¢; have precédence fi<g; or l/“:egj.
Definition 4. Sets Hi, -+, H,

We denote by Hi a set {f1, -, fa g1} and by Hax a set {f1, =, [, g1, -, g}
Definition 5. Cycle, Monotone cycle and set B(h)

If there exists a sequence AiRihaRz--hmRnhi for nonempty relation Rie {>,
<, =} and H.>h;, j=1,---,m, we call the sequence as a cycle of Zi. This cycle is
said to be a monotone cycle if a transitive relation 21<%1 holds for the cycle.
In this case we say that the set H, contains a monotone cycle. We also denote
heB(h) if there exists a monotone cycle of 2 and A& B(h) otherwise.

Theorem 1.

A precedence grammar G has precedence functions if and only if every
element %~ in the set H of the definition 4 for the grammar G has no monotone
cycle.

For the proof see [8].

The precedence grammar G: of the example 1 has no precedence functions
since it includes a monotone cycle f(A)<g(D)<f(D=9(1<f(4) if we assume >D
orait,

By the theorem 1 a precedence grammar G has no precedence function if
the set H={f, ¢;|i, j=1, -, n} of a precedence grammar contains monotone
cycles. We can, however, obtain a new set H’ which has no monotone cycle
by transforming H to H'={f, gi|7, j=1, -, m}, m=>n, H'2H and G to G'. Let
us note that this transformation preserves a condition L(G)=L(G’). From this
fact we have the following theorem.

Theorem 2.

For a given precedence grammar, there exist precedence grammars with
precedence functions.

For the proof see [8].

Example 2.

Introducing a new variable A’ and changing the rewriting rule ¢2: A—-[ ]
to ¢'2: A—A'], ¢”2:A’—[ of the grammar Gi, we can obtain a grammar G: with
precedence functions. As is shown by A. Learner and A. L. Lim [9], there exist
precedence grammars for a given context-free grammar, we have the following
corollary as a direct consequence of the theorem 2.

Corollary

There exist precedence grammars with precedence functions for a given



ON EXISTENCE OF PRECEDENCE FUNCTIONS OF PRECEDENCE GRAMMARS 117

context-free grammar.

Recent publication shows [11] that David F. Martin, although the method
is different, has independently obtained the same results as the author’s.

4. Concluding Remarks

The author had not yet obtained these theorems when he began to construct
the GPL compiler [6], [10]. At that time the author adopted the following
method [7];
(i) there exists a family of precedence grammars with precedence functions,
(ii) by introducing new variables and terminals we can transform any pre-
cedence grammar to a grammar of the family.

The above method has, however, some defficulties since the introduction of

new terminals enforces the scanning routine of the input symbol to scan symbols
context sensitively.

If a grammar has precedence functions depends on frequencies of appearances
of terminals in the right parts of rewriting rules [7], so that it is easy to obtain
precedence grammars with precedence functions since numbers of such trouble-
some terminals are usually a few.

We can use the same procedures to obtain precedence grammars from a
context-free grammar and to obtain precedence grammars with precedence func-
tions from a precedence grammar.

This fact assures us that we can obtain an equivalent precedence grammar
with precedence functions immediately when we have obtained a precedence
grammar from a context-free grammar, and that we may take the term “equiva-

lent grammars” as “equivalent grammars with the same analysis mechanism.”
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