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An Image Retrieval Method Using
Inquiries on Spatial Relationships

ToMoICHI TAKAHASHI*, NORIYUKI SHIMA®** and Fumio KisHINO***

People often want to retrieve images by referring to pictorial features rather than a bibliographic index. For
example, ““find a person’s picture with Mt. Fuji in the center” requires that the language query match the pic-
torial arrangement. This paper proposes a two-dimensional image retrieval method based on the assumption
that objects in an image are extracted as polygons. The method uses natural language words referring to spatial
relationships between objects in an image as queries, and the objects coordinates as pictorial indexes. First, the
problems of spatial relationships are discussed. Next, a proposal is made to represent the spatial relationships
together with their fuzziness by using the coordinates of the objects in rule representation form. Our method is
implemented in a spatial relationship-based feature retrieval/description system (SPADE). Examples of two
SPADE databases, one containing Japanese ‘‘ukiyoe’’ images and another containing document images, are dis-

cussed.

1. Introduction

Database (DB) retrieval has become widely known as
a result of many published studies on the subject. The
methods used include natural language queries and
query understanding by questions and answers {1].
Multi-media DBs include pictorial information, such as
photographs, figures, and tables. People often want to
retrieve images from multimedia DBs by referring to pic-
torial arrangements rather than a bibliographic index.
For example, the query ‘‘find a person’s pictures with
Mt. Fuji in the center”’ contains as retrieval informa-
tion not only the author’s name but also a description
of Mt. Fuji’s location.

Images contain more information than that explicitly
given in a text. Various types of indexing image data
have been proposed.

1. Key words representing the pictorial features are in-
dexed in image data. Images are retrieved by means of
these text key words, in the same way as documents.
2. Abstract pictures are used as image DB retrieval in-
dexes. Images with structures similar to the abstract pic-
tures are retrieved.

3. Image processing features such as run length are
used to classify the image data [2, 3].

4. Qualitative words such as ‘‘elegant’’ and ‘‘cute”’
are used to represent an image’s characteristics. An im-
age corresponds to points in a space formed by the
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dimensions of the characteristics. The quantified values
are used to index the image data.

An image retrieval method requires pictorial arrange-
ment indexing of the image data and an interface
method that includes query understanding.

SPADE retrieves images by referring to a
bibliographic index. It also takes account of the at-
tributes of the objects and the spatial relationships be-
tween them. Several retrieval systems have used spatial
relationships as image data indexes. PROBE [4] models
spatial objects by using a mathematical abstraction
called POINT-SET. The spatial relationships between
objects are obtained by POINT-SET operations and are
used to retrieve data. IIB [5] uses 2-D strings, which are
orthogonal relations between objects. These orthogonal
relations are defined in terms of minimum enclosing rec-
tangles. However, PROBE and IIB both treat spatial
relationships as geometrical ones.

Spatial relationships have been dealt with in some
studies that combine symbol and image data [6, 7].
Takagi et al. [8] generated sentences from a picture by
representing pictorial data in table form (which is com-
monly used to represent language data). Their study
specifies the geometrical relationships between objects
in a pictorial image.

Spatial relationships in everyday life are different
from geometrical ones. They have a fuzziness to which
they correspond. To retrieve images by using spatial
relationships as data indexes, it is necessary to represent
the fuzziness and match the spatial relationships in-
volved in the query with the pictorial arrangement.

In this paper, we propose a two-dimensional image
retrieval method that retrieves images by using the
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spatial relationships between objects as well as a
bibliographic index. This method uses polygonal vertex
coordinates as pictorial indexes, based on the assump-
tion that an object in an image can be extracted as a
polygon by image processing techniques. The user asks
a query in natural language containing the spatial rela-
tionships. Although the fuzziness in the relationships
makes accurate image identification difficult, SPADE
supports spatial reasoning and imge data retrieval.

In the next section, we discuss the fuzziness of
natural language spatial relationships and their represen-
tations. We then define a lexicon of spatial relationships
in representation rule form, and describe SPADE and
two experimental DBs-an ‘‘ukiyoe”’ DB consisting of 32
images of Japanese woodblock prints, and a document
image DB consisting of 66 front pages of scientific
papers.

2. Problems of Spatial Relationships

Generally speaking, a spatial relationship word is de-
fined by using other spatial relationship words. For ex-
ample, in the Oxford Advanced Learner’s Dictionary of
Current English, the spatial relationship ‘‘right’’ is de-
fined as ‘‘of the side of the body which is toward the
east when a person faces north,’’ using the other spatial
relationships ‘‘east’’ and ‘‘north.”’ It is difficult to for-
malize spatial relationships and represent them in a com-
puter. The spatial relationship representation is one of
the major problems in artificial intelligence [9].

Typical problems involved in spatial relationships are
as follows:

1. Fuzziness accompanies spatial relationships, which
bridge image data and natural language words. Image
data are quantitative and language data are qualitative.

1) The following are satisfied when A is ‘‘right”’ of
B.

a) An object A is to the right of a straight line
passing through an object B’s center.
b) Objects A and B are not in contact with each
other.
Even if conditions a) and b) are satisfied, the relation-
ship between object A and object B is sometimes refer-
red to as an ‘‘up’’ relationship rather than a ‘‘right”’
one [10]. (Fig. 1)

2) A psychological ‘‘inside” relationship between
objects is different from a geometrical one. An ob-
ject that is geometrically ‘‘outside’’ another con-
cave object may be considered psychologically ‘‘in-
side.” [11]

2. Spatial relationships and natural language words
do not correspond on a one-to-one basis.

1) The same word, for example, ‘‘right”” may be
used in two different ways. One describes a spatial
relationship that directly refers to an object’s loca-
tion; for example, ‘‘A is ‘on the right.” >’ The other
is a relative relationship in which the object’s loca-
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Fig. 1 Vagueness in spatial relationships {10].

tion is described with reference to another object,
for example, ““A is ‘right’ of B”’.

2) The Japanese word ‘‘ue’’ indicates the spatial
area covering the English words ‘“‘on,” ‘‘over,”’
and ‘‘up.” The same spatial relationships are refer-
red to in a different way according to the natural
language used.

3. Not only the positions of the objects but also their
surroundings influence the spatial word selection proc-
ess.

1) The selected word depends on one of several
directions—the direction that the object itself has,
the direction that the object’s arrangement deter-
mines, or the direction that the viewer has.

2) The selected word describing a relationship be-
tween two objects may change when a third object
appears.

3) The selected word describing a relationship be-
tween two objects changes according to the seman-
tic content of the image. ‘“‘Down’’ relationships in
a two-dimensional image may be referred to as
“‘south’’ relationships in a map or as ““in front of”’
relationships in a three-dimensional landscape
image.

The fuzziness in 1.1) and the correspondence between
spatial relationships and natural language words in 2.
become problems for two-dimensional image retrieval,
as will be discussed in the next section.

3. Rule Representation

In this section, we will discuss two kinds of spatial
relationships. The first are geometrical quantities or rela-
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tionships such as the coordinates of an object’s center
and the distance between two objects, which are
geometrically calculated from an object’s shape by ap-
proximating a polygon. The second are natural
language words, such as ‘‘up,’’ ‘‘down,’’ ‘‘right,”’ and
“‘left,”” which are qualitative. We propose a lexicon of
spatial relationships. With this lexicon, the geometrical
relationships and the qualitative relationships are
bound by the if-then rule, and the fuzziness of the rela-
tionships is represented by membership functions that
have physical quantities.

3.1 Representation of Fuzziness

Representing fuzziness in spatial relationships is
necessary in order to retrieve images by their pictorial
features.

(1) Fuzziness in spatial relationships

Spatial “‘right’’ ness was measured by subjective ex-
periments. The results of the experiments show a com-
mon feature—that the nearer or the more horizontal the
objects are, the more spatially right they are, even
though the ‘‘right’’ ness varies according to the person
being tested [12].

(2) Exclusiveness of spatial relationships

‘““Left”” relationships and ‘‘up’’ relationships are
different, but may be interchangeably used for some ob-
ject layouts. In Fig. 1, for example, the spatial relation-
ship between two objects changes from ¢‘left” in 1 to
“‘up’ in 6. In 3 and 4, both “‘left’’ and ‘‘up’’ relation-
ships seem to hold.

The degree of fuzziness in spatial relationships is
represented as a heuristic function of geometrical
quantity. Figure 2 shows an example of rule representa-
tion and a heuristic function of spatial ‘‘right’’ ness.
The function’s value increases to 1 as the degree of
‘‘right”’ ness increases.

3.2 Correspondence between Geometrical Relation-
ships and Natural Language Words

The spatial concept varies with the employed natural
language; for example, the Japanese word ‘‘ue’’
(Japanese words are printed in italics in this paper)
means ‘‘on,”” ‘“‘over,’”’ and ‘‘up”’ in English. We assume
a layer of spatial relationships; this layer is independent
of natural languages. Therefore, when considering the
relationships in this layer as basic ones, we represent the
correspondence between the geometrical relationships
and the natural language words in rule representation
form.

““A no ue ni B ga aru.”’ involves the relative spatial
relationship ue(A, B). Ue(A, B) is defined as the OR (dis-
junctive form) of two basic relationships: r-uel and r-
ue2. R-uel (A, B) corresponds to ‘‘above’’ and assumes
that object A is not contacting object B. R-ue2 (A, B)
corresponds to ‘‘on”’ and assumes that object A is con-
tacting object B. ‘“Upper-right’’ is defined as a relation-
ship combining ‘‘up’’> and “‘right.”” We assume three
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Spatial right:
if (a's left end is in the right half-plane)
then (a is right )
with fuzziness( a )
where

2
s( a)= (-3r?+3r40. 25)*(1- 6 — )

T
r : distance between a's center and the plane's center

6 : azimuth between a's center and the plane’ s center

(a) Defintion rule
1.0

(0.0

(b) Fuzziness function defined as heuristic

Fig. 2 Representation of spatial ‘‘Right”’.

types of combination forms—AND, OR, and COM-
Bination—to express the spatial relationships. Figure 3
shows the hierarchy of spatial relationships.

3.3 Fuzziness of Combined Relationship

The fuzziness of a combined relationship reflects the
fuzziness of the individual relationships used to define
the combination. For AND and OR, the Min and Max
values of fuzziness are used, respectively, to evaluate
the combined fuzziness. This is the same as the method
employed in MYCIN to calcualate the certainty factor
(CF) [13]. MYCIN’s COMB combines two pieces of
evidence to infer a fact. The two pieces of evidence are
assumed to be independent of each other. MYCIN’s
combination function gives the estimated value as 1
when the CF value of one of the pieces of evidence
equals 1.

The spatial relationships ‘‘right’’ and ‘“up’’ are not
necessarily exclusive relationships, on account of their
fuzziness. Therefore, the more ‘‘right’’ness or ‘‘up”’
ness increases, the more ‘‘upper-right’’ness increases.
However, an object whose ‘‘right’’ness equals 1 does
not necesarily have an ‘‘upper-right’’ness of 1.

SPADE uses the COMB combination function,
which has the following characteristics:

1. The fuzziness of a combined relationship becomes
1 when the fuzzines of both defining relationships is
equal to 1.

2. The fuzziness of a combined relationship changes
monotonically according to the fuzziness of the defin-
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Query: pictures painted by Hiroshige and
depicting Mt. Fuji in the center.

PARSER Grammar
and

dictionary

/———_—__\
\_______—_‘__/

Text information:

Retrieval by text index

Select fight where
figh | title | painter | keyword «—> L painter= ‘Hiroshige

figx

Retrieval by pictorial index
Pictorial index information:

(figx Select figh where
(dat attribute x Mt. Fuji ) attribute (a, Mt. Fuji) Lexicon of
(dat position (x,,.. yn ) “—> center (a,Frame) spatial

) l relationships
Image data file:
« fite-figx —> display selected images

Fig. 4 SPADE system configuration.




An Image Retrieval Method Using Inquiries on Spatial Relationships

(defrel comment

445

(definition (rel <level> defining name (object list)

<= (conditions)
(fuzziness function))
conditions::=

(and { <spatial relationships>| <attribute> | <test-type> } ) |
(or { <spatial relationships> | <attribute> | <test-type> } ) |

(not <spatial relationships> |

<attribute> ) |

<spatial relationships>| <attribute> | <test-type> | <bind-type> ) |

spatial retationships

attribute
test-type ::=(test S-expression)
bind-type ::=(bind variable

::=(rel <level> name (object list)
::=(dat attribute object attribute-value)

{(value) } )

S -expression )

(a) Expression rule of spatial relationships

(defrel definition of spatial right
(definition (rel 2 sright (7A))

<= (and (rel 1 distancel (Frame ?A) (?Distance))
(rel 1 azimuthl (Frame ?A) (?Azimuthl))
(rel 1 azimuth3 (Frame ?A) (?Azimuth3))
(test (and ( <= ?Azimuth3 ha!f-pi)
( <= minus(half-pi) 7?Azimuth3)))))
(cf-calc (¢ (+ (¢ -3 Mistance (- Distance 1))(/ 4))
(- 1 (/ (abs ?Azimuthl) half-pi)))))

(b) An example of ‘spatial right’ definition

(defrel definition of “upper-right”

(definition (rel 3 upper-right (?A ?B))
<= (rel 3 up (?A 7B))))

(defrel definition of “upper-right”

(definition (rel 3 upper-right (?A 7B))

<= (rel 3

(defrel definition of “fumoto”

right (?A 78))))

(definition (rel 4 fumoto(?A 7B))
<= (and (rel 3 shita (7A 7B))
(dat attribute 7B vama))))

(defrel definition of “three-column style”
(definition (rel 4 three-column style ( ) )
<= (and (dat attribute ?7A text)
(dat attribute 7B text)
(dat attribute 7C text)
(rel 2 aida (?2C (?A 7B)))))

(c) Examples of other spatial relationships

Fig. 5 Examples of spatial relationship definition.

ing relationships.
3. The fuzziness of a combined relationship is less
than those of the defining relationships.

s(x)+s(y)—4-s(x)s(y)

2—4
S (rel) means the degree of relationship rel’s fuzziness,
and comb(x, y) is a COMB combination of the relation-

ship between x and y. A is heuristically determined from
0<i<l.

s(comb(x, y))=

4, An Image Retrieval System (SPADE)

4.1 Overview of the System

SPADE is implemented on SUN 3 in LISP. Figure 4
shows the SPADE system configuration. The image DB
consists of the following information:

1. Text information: bibliographic indexes of
painters’ names, picture titles, and key words, are
stored in a relational DB.
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Table 1 Japanese spatial relationships defined in SPADE.

Level I Sub-level* | Defined quantities and spatial relationships

Geometric quantities and relationships

' list of vertex coordinates, list of edges, area
and center coordinates of a polygon, radius

Object’s . ! e
u;mities of a circle circumscribing a polygon, left-
q 10) most (rightmost, highest, lowest) vertex
coordinates, ratio of a polygon’s length to
its breadth
distance  between  objects’  centers

Quantities & | (distancel)**, shortest distance between ob-
relationships | jects, azimuth between object A’s center
between and object B’s center (rightmost, leftmost,
objects highest, lowest) vertex (azimuthl~

(11) | azimuth5)**, remote, overlapping,
touching containing

Basic relationships

Spatial
relationships

@®)

up(s-ue]***, down, left, right, center,
right-end, left-end, corner

Relative
relationships

an

Natural language (Japanese) words

up[r-uel, r-ue2, r-ue3]****, down, left,
right, far, near, along, between, among

Spatial ue, shita, hidari, migi, migi-ue, migi-shita,
relationships | hidari-ue, hidari-shita, migi-hashi, hidari-
(11) | hashi, yoko

ue, shita, hidari, migi, kasanari, rinsetu,
sesshoku, tooi, chikai, ue-ni-notte-iru,
haruka-ue-ni-aru, temae, fumoto, two-col-
umn-style, three-column-style

Relative
relationships
(15)

Japanese words are types in italic style.
*a number in ( ) indicates the number of defined quantities and
relationships.
**a notation in ( ) is the same as in Fig. 5.
***a notation in [ ] is the same as in Fig. 3.
****the same three kinds of relationships are defined for ‘down,’
‘left,” and ‘right’.

2. Pictorial index information: the arrangement of ob-
jects in a picture is stored in a list of polygonal vertex
coordinates and attributes.

3. Image data: image data are used to display the
retrieved images.

Text information and pictorial index information are
normally input by an operator using a keyboard or a
mouse. They can be automatically indexed for specific
images [14].

The PARSER program analyzes natural language
queries; this involves both bibliographic text informa-
tion and spatial images of objects in SQL-like form.

SELECT pictorial index part FROM

WHERE the images (SELECT text index part)
The bibliographic index contains no ambiguity.
Retrieval from the relational DB is done first by using
text information as an index. Next, retrieval from the
selected images is done by pictorial arrangement.

T. TAKAHASHI, N. SHIMA and F. KisHINO

yama no fumoto ni kawa no aru ..

after PARSER
— (attribute ?x yama)
(attribute ?y kawa)
(fumoto ( 7x %))

reasoning using a lexicon of spatial relationships
(fumoto ( ?x %))
< (and (shita (7x %))
(attribute ?y vama ))

(shite (7x ?y))
<~ (and (remote (?x 7))
(test (and ( < minus(pi) azimuth(?x ?y))
( < azimuth(?x ?y) 0 )))

— (attribute ?x vama)
(attribute ?y kawa)
(and (remote (?x ?y))
(test (and ( < minus(pi) azimuth(?x 7y))
( < azimuth(?x ?%y) 0 ))

Fig. 6 Examples of spatial relationships using backward reason-
ing.

4.2 A Lexicon of Spatial Relationships

The spatial relationships referred to in a query are de-
fined by the polygonal vertex coordinates. Figure 5(a)
shows the representation rule and Figure 5(b) shows a
definition example of “‘spatial right’’ and its heuristical-
ly defined fuzziness. Figure 5(c) shows the spatial rela-
tionship ‘‘upper-right’’ as a combination of ‘“‘up’’ and
“right,”” and definitions of ‘‘fumoto’’ (‘‘at the foot of a
mountain’’ in English) and “‘three-column style.”
“Fumoto’® and ‘‘three-column style’’ involve the
semantics of the image’s content: ‘‘fumoto’’ is used
only in landscape pictures and ‘‘three-column style’’ is
used only in printed documents.

Table 1 shows the spatial relationships defined in
SPADE. Taking the extent of the objects into considera-
tion, twenty-one kinds of quantities or geometrical
relationships are defined. Twenty-five kinds of basic
relationships are defined as basic qualitative spatial rela-
tionships with their fuzziness. Spatial up/down, rela-
tive right/left, and far/near are involved in this basic
relationship level. Twenty-six spatial relationship types
dependent on image content are defined as relationships
used in queries. Natural language words such as
‘“temae’’ (‘“‘in front of”’), ‘“‘fumoto,”’ and ‘‘three-col-
umn style’’ are also involved.

4.3 Retrieving Procedure

The retrieval of images from DBs involves using text
indexes and pictorial indexes.
Step 1: Retrieving by using a text index

Retrieve an image DB by specifying an object’s at-
tributes involved in queries such as a picture title and
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(a) SPADE window

(b) Other retrieved images

Fig. 7 Retrieval by SPADE from an Ukiyoe image database.

the painter’s name.
Step 2: Retrieving by using a pictorial index

Match the spatial relationships involved in queries
with polygonal vertex coordinates, which are used as
pictorial indexes. Apply the if-then rules defining the
spatial relationships backwards, and select the images
satisfying the specified spatial relationships.
Step 3: Displaying the selected images

Display the selected images with their identification
numbers and the estimated degree of fuzziness of the
relationships.
An image query such as ‘“‘yama no fumoto ni kawa no

aru e’ (‘“‘a picture with a river running by the foot of a
mountain’’) is parsed into a conjunctive of three rela-
tions.

attribute (X, mountain)

attribute (Y, river)

Jumoto (X, Y)
The spatial relationship fumoto is made into a spatial
relationship shita and attribute information. The resul-
tant conjunctive form of the relationship is used to
retrieve an image from the DB (Fig. 6).

The PARSER in SPADE parses a query into an SQL-
like form without semantic interpretation. For exam-
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(a)
Fig. 8 Examples of Ukiyoe images retrieved by SPADE.

ple, a strange query such as ‘‘ie no fumoto ni kawa no
aru e’ (“‘a picture with a river running by the foot of a
house’’) is transformed into an SQL-like form. The
resultant conjunctive form contains conditions under
which the object has two different attributes: attribute
(X, yama (*‘mountain’’)) and attribute (X, ie (““house’’)).
No image is retrieved with strange queries like this.

4.4 Examples and Discussion

Figure 7(a) shows SPADE’s windows. Queries are in-
put in the main window on the right. In the lower-left
window, the identification numbers of the retrieved im-
ages are displayed with the calculated fuzziness values.
In the upper-left window, the image is displayed.

Using the lexicon of spatial relationships, SAPDE in-
fers spatial relationships involved in queries backwards,
and creates relevant spatial relationships. The spatial
relationships inferred thus far are used to retrieve im-
ages as original pictorial indexes. SPADE provides
some commands that can be used to store the inferred
spatial relationships as indexes or to browse through
them.

1. Ukiyoe DB

The Ukiyoe DB consists of 32 images of Japanese
woodblock prints. The pictorial index of an ukiyoe im-
age is created by an operator. The operator selects the
vertices of polygons, which approximate objects in the
image.

[Example 1] Three ukiyoe images are retrieved by input-
ting ‘‘Fujisan ga chuuou ni aru e’ (‘‘pictures with Mt.
Fuji in the center’’). One of them is displayed in the up-
per-left window of Fig. 7(a). The other two are shown
in Fig. 7(b).

[Example 2] Two ukiyo images are retrieved by input-
ting ‘‘Hiroshige no e de, hashi ga Fujisan no temae ni
aru e’ (‘“‘pictures by Hiroshige in which a bridge is in
front of Mt. Fuji’’). The query contains bibliographic

(b)

information (the author is Hiroshige) and a relative
spatial relationship (a bridge is in front of Mt. Fuji).
The retrieved ukiyoe images are shown in Fig. 8.

In the above examples, the retrieved ukiyoe images
satisfy the queries. The ukiyoe image in Fig. 8(b),
however, is not retrieved as an image in which Mt. Fuji
is in the center [Example 1]. This suggests a problem as
to how to estimate the pictorial feature retrieval factor
of image DBs.

2. Document Image DB

The front page of the document contains a variety of

bibliographic information such as the title, author(s),
and key words. This information can automatically be
extracted from a front page’s image by using layout
knowledge [14, 15]. The document image DB consists
of front pages from 66 different scientific journals.
[Example 3] Three images are retrieved by ‘‘chosha ga
taitoru no migi ni aru bunken’’ (‘‘a paper in which the
name(s) of the author(s) appear(s) on the right of the
title’’). They are shown in Fig. 9.
The papers in Figs. 9(a) and (b) satisfy the query. In the
paper in Fig. 9(c), ‘‘the name(s) of the author(s) ap-
pear(s) under the paper’s title’’; therefore, ‘‘under’’ is a
better choice than ‘‘right.”’ The last image was retrieved
because SPADE matches the title area individually to
each author area, whereas a human man would con-
sider the entire area.

5. Conclusion

This paper has proposed methods of representing
two-dimensional spatial relationships and retrieving
pictorial features. The spatial relationships are
represented by if-then rules and fuzziness in relation-
ships by a heuristic function of vertex coordinates.
The spatial relationships involved in the queries were
matched with the vertex coordinates, which are pictorial
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Fig. 9 Examples of document images retrieved by SPADE.

indexes of image DBs, by inferring backwards from
the if-then rules. We showed the possibility of retriev-
ing pictorial features through examples of an ukiyoe
image DB and a document image DB.

The semantic interpretation of situation-dependent
spatial relationships and an estimation method for
retrieving image DBs by pictorial features remain sub-
jects for further research.

Acknowledgement

This work was done at ATR Communication Systems
Research Laboratories. The authors wish to express
their deep appreciation to Dr. Kohei Habara, Chairman
of the Board, and Mr. Koichi Yamashita, President of
ATR Communication Systems Research Laboratories,
for their helpful advice and encouragement. They also
thank Mr. Akira Hakata of Fujitsu Laboratories for his
many useful discussions on this work.

References

1. HaiHARA, M. Intelligent Access to Document Databases in
Japanese, J. IEICS, 72, 7 (July 1989) (in Japanese), 797-806.

2. SAKAGUCHI, M. Image Retrieval Technology, J. IEICS, 71, 9
(Sept 1988) (in Japanese), 911-914.

3. KipobE, M. and TSUNEKAWA, S. Multi-Media Database on Image
Processing, J. IPS Japan, 28, 6 (June 1987) (in Japanese), 756-764.
4. ORENSTEIN, J. A. and MaNoLa, F. A, PROBE Spatial Data

Modeling and Query Processing in an Image Database Application,
IEEE Trans. Softw. Eng., SE-14, 5 (1988), 611-629.

5. CHANG, S. K., Yan, C. W, DiMITROFF, D. C. and ArNDI, T. An
Intelligent Image Database System, /EEE Trans. Softw. Eng., SE-14,
5 (1988), 681-688.

6. OkADA, N. and TaMacHI, T. Interpretation of the Meaning of
Moving Picture Patterns and Its Description in Natural Language—
Semantic Analysis, Trans. IECE, J59-D, 5 (May 1976) (in Japanese),
331-338.

7. MATSUBARA, H., SAKAUE, K., Yokoya, N. and YaMamoTO, K.
Some Attempts to Integrate Image and Symbol Manipulations in Con-
cept Learning, J. JSAI 3, 5 (Sep. 1988) (in Japanese), 572-579.

8. TakAaGl, A., ITOH, Y., Rokusawa, K., KiTaokA, K., SHIMIZU,
M. and OHARA, H. Generation of Japanese Sentences from Visual
Information in the World of Two-Dimensional Figures, Trans.
IECE, J67-D, 2 (Feb. 1984) (in Japanese), 216-233.

9. NAaKAsHIMA, H. Foundations of Knowledge Representation (I),
J. JSAI, 4, 4 (July 1989) (in Japanese), 383-388.

10. WinsToN, P. H. (ed.): The Psychology of Computer Vision,
McGraw-Hill (1975).

11. HerskoviTs, A. Language and Spatial Cognition, Cambridge
Univ. Press (1986).

12. SHIMA, N., TAKAHASHI, T., KOBAYASHI, Y. and YAMASHITA, K.
Subjective Evaluation of Spatial Indication Words, ITEJ Tech. Rep.,
12, 58 (Dec. 1988) (in Japanese), 19-24.

13. TaNakA, K. (ed.) Knowledge Engineering, Asakura Shoten
(1988) (in Japanese).

14. NISHIMURA, Y., TAkaHAsHI, T. and KoBavasHi, Y. Index
Extraction from Document Images Based on the Tree Structure
Model, IEICS SIG Reports, PRU89-34 (July 1989) (in Japanese).
15. TAkAHASHI, T., SHIMA, N. and KisHINO, F. An Image Database
Retrieval System Using Spatial Relationships, IEICS SIG Reports,
PRU889-80 (Dec. 1989) (in Japanese).



