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概要
我々は、蛋白質構造解析に関する文献から、蛋白質機能情報の抽出を支援するシステムPROFESS (PROtein

Functional site information Extraction Support System) を開発している。PROFESSは、機能情報記述
文の特定機能、機能情報記述文からの情報抽出機能、抽出結果の手動編集機能を備え、機能情報のデータ
ベース化を総合的に支援する。本稿では、SVMを利用した機能情報記述文の特定手法について述べる。
PROFESSが対象とする文献には、必ず対応する立体構造データが存在する。このことを利用し、提案手
法では、機能情報関連キーワードや記述パターンといった「文に関する特徴」に加え、文中に記述されて
いる残基と相互作用対象の３次元空間上での距離といった「構造に関する特徴」をもとに、各文を特徴ベ
クトルで表現し、SVMによる学習を実現する。
提案手法を蛋白質の構造解析関連の 7編の文献に適用した結果、機能情報記述文の特定に関する平均再
現率は 0.72、平均 F値は 0.70となった。
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Abstract

We are developing PROFESS, a system to assit with the extraction of protein functional site information
from the literature related to protein structural analysis. PROFESS supports distinguishing the sen-
tences related to functional site information, extracting functional site information from the distinguished
sentences, and modification of the extracted information to make a correct database of functional site
information. In this paper, we describe the method which uses SVM to distinguish the sentences related
to functional site information. In this method, each sentence in the literature is expressed by a vector
for SVM considering the following features: (1) feature related to structure that is the distance on the
structure between the two interacting objects which are written in the sentence, (2) keywords related to
functional site information, (3) expression patterns of the functional site information related sentences.

The proposed method was applied to seven documents related to structural analysis of protein for
distinguishing sentences related to functional site information, where the average recall value and F
value were 0.72 and 0.70, respectively.
respectively.
Keywords: protein functional site, literature, structure data, SVM, information extraction

1 Introduction

As a protein expresses its function through the
binding of various compounds to its functional
site[1], a database of functional site informa-
tion plays an important role in protein functional
analysis[2]. However, such functional site informa-
tion is described in thousands of literatures and it

is thus impractical to extract all the information
manually. So, an automatic and effective support
system to extract this information is essential.

In the literature, sentences are not always simple
rather very long and complex in structure. Besides,
the functional information also is not always explic-
itly written. The method of keyword matching or
template matching to extract this information has
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shown limitation in these cases[3]. This functional
site information related sentence bears a unique fea-
ture in it. The name of the residues and their inter-
action partners (another residue, compound, dna,
etc) are written in it. Using the protein structural
data, the distance between the interacting objects
can be calculated and comparing that to the thresh-
old value, whether a sentence relates to functional
site information or not can be determined[4]. But,
this method has limitation when the two interact-
ing objects are having large distance among them
even though in the sentence the interaction infor-
mation among them is clearly written. Besides, sen-
tences not related to function information, for ex-
ample experimental information, protein structural
information are also extracted by this method. So,
to solve the effective extraction problem, an unique
method is needed which can solve both of the above
method’s limitations.

The above methods bear two strong features for
the sentences related to functional site information
and if both of these features are taken into account
a higher performance can be expected for extrac-
tion. Beside the distance feature between the inter-
acting objects and the functional site information
related keyword feature, it is also found that there
are specific patterns in the functional site informa-
tion related sentences. If some correct examples
of this functional site information related sentence
can be learnt by a learner, then the learner can be
used as a classifier to distinguish the correct sen-
tences. Support vector machine (SVM) [5] which
is both a learner and a classifier, has been proved
successful in the field of pattern recognization and
information retrieval. To use the SVM, first the
sentence in the literatures can be expressed by vec-
tor by the features mentioned above and then the
correct examples can be learnt which is defined as
the “Learning Phase” and finally by the “Testing
Phase” the correct sentences can be distinguished
from the literature. In this paper, we mainly focus
on this Learning Phase and Testing Phase of the
SVM to distinguish the sentences related to func-
tional site information from literature.

We have a further intention about the extension
of our proposed system. The functional site infor-
mation related sentences which are distinguished by
the proposed method, would be deleted if they are
found unnecessary or the necessary sentences that
are lacking would be complemented by the system
operator. We want to use this modification infor-
mation as feedback from the operator and learning
those by SVM again, and repeating this feedback
and learning for few different literatures, finally a
system which is very accurate in distinguishing pro-
tein functional site information related sentence can

be expected.
To help with the modification process, we have

built a graphical user interface on which the opera-
tor can check the distinguished sentences and carry
out the addition or the deletion process with a click
of the mouse.

2 Structure of protein and
functional site information

A protein is a long chain of amino acid residues
linked together. In the chain, each residue is given
a number counted from one end of the chain. For
example, Alanine, the 100th residue would be writ-
ten as “Ala-100”, “Ala100”, etc. PDB (Protein
Data Bank) is a repository of the data on struc-
turally analyzed proteins. In the structure data, in-
formation about relevant literature, and the three-
dimensional coordinates of the atoms in the protein
and the compound, are registered.

A protein is classified as a complex protein or a
free protein according to its structure data. A com-
plex protein consists of multiple polypeptide chains
in addition to its own chain, or includes the coor-
dinates of the compounds. On the contrary, a free
protein consists of only polypeptide chains of its
own type.

Literature that discusses protein structural anal-
ysis is referred to in PDB structure data. Each
paper describes the experimental analysis, such as
the method of protein structure determination, lo-
cation of the functional site, and the types of in-
teraction between the protein and its interaction
partner on that site, etc. Our objective is to sup-
port the operator in extracting information related
to the functional site and interactions that occur
on it.

Functional site information can be defined into
three categories: positional information on the pro-
tein, positional information about the compound,
and the relation among them. The positional infor-
mation on the protein (the positional information
on the compound) includes the name of the pro-
tein (compound), residues, and atoms. Information
about the relations among them includes the name
of the interaction and the function that occurs on
their binding. For example, in a sentence, “The
methyl group of PTR is hydrogen-bonded to the
oxygen atom of Ile 60,” the positional information
on the protein is the name of the residue“Ile 60,”
the positional information about the compound
comprises the name of the compound “PTR” and
the name of the functional group “methyl group,”
and finally the information on the relation among
them is the name of the interaction, “hydrogen-
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bond.”

3 PROFESS

Figure 1 shows the outline of PROFESS. In the ex-
traction module, the functional site information re-
lated sentence is automatically distinguished from
the literature related to the protein structural anal-
ysis by complementary use of the protein’s struc-
ture data, keywords related to functional site infor-
mation and patterns which are frequently expressed
in the sentences related to functional site informa-
tion, where the SVM is used as a learner and a
classifier. Then from the distinguished sentences,
functional site information is extracted by the pro-
cess of distinguishing the named entities. This ex-
tracted information is displayed to the operator,
who corrects the information by modifying, adding,
or deleting manually. Following that, the functional
site information can be completed. In this paper,
we explain the method of distinguishing the sen-
tences related to functional site information only.
The feedback from the operator is not described in
this paper which is our future work for the proposed
system.

Automatic functional 

site information 

extraction module

structure data of protein Aliterature related to protein A

PDBj Viewer

（tool to view the protein）operator
Correction and 
addition

functional site information

cooperation

user interface

Keyword Patterns

Figure 1: Outline of PROFESS

The display components in PROFESS are shown
in Figure 2. The main screen of PROFESS com-
prises four sections. (1) for relevant literature (re-
gion 1 in Figure 2); (2) for extracted protein func-
tional site information (region 2); (3) for figures
related to the functional site information (region 3
and region 4); and (4) for the structure data (region
5).

region 1

region 2

region 4

region 5

region 3

Figure 2: Display components of PROFESS

4 Module for automatic ex-
traction of functional site
information

In the module of automatic extraction of func-
tional site information, the process of distinguish-
ing the sentences related to functional site infor-
mation is devided into two phases. The first phase
is the “Learning Phase” where the learning corpus
is learnt by the SVM tool. The second phase is
the “Testing Phase” where the sentences related to
functional site information are distinguished from
the testing corpus using the SVM tool. Figure 3
provides an outline of the Learning Phase. In this
phase, the Learning corpus made from literature
related to the structural analysis of protein, the
structure data of protein, the functional site infor-
mation related keywords and the patterns which are
often expressed in the functional site information
sentences are given as input to the Vector Expres-
sion Module.

Vector Expression 

Module

1. induce
2. interact
3. hydrogen
4. ------

SVM

1.<residue>[*]verb[*]<object>
2. ………..
3. …….

Input:

… the <residue>V
L 

Arg195 

</residue> of the <protein>

protein D1.3</protein> makes 

one hydrogen bond to <residue> 

V
L

His189</residue> side chain 

of the lysozyme antigen HEL …

… the <residue>V
L 

Arg195 

</residue> of the <protein>

protein D1.3</protein> makes 

one hydrogen bond to <residue> 

V
L

His189</residue> side chain 

of the lysozyme antigen HEL …

… the <residue>Arg195</residue> of 

the <protein>protein D1.3</protein> 

makes one <interaction>hydrogen 

bond </interaction> to 

<atom>oxygen</atom> of 

<chemical>ATP </chemical> …

… the <residue>V
L 

Arg195 

</residue> of the <protein>

protein D1.3</protein> makes 

one hydrogen bond to <residue> 

V
L

His189</residue> side chain 

of the lysozyme antigen HEL …

… the <residue>V
L 

Arg195 

</residue> of the <protein>

protein D1.3</protein> makes 

one hydrogen bond to <residue> 

V
L

His189</residue> side chain 

of the lysozyme antigen HEL …

… the <residue>Arg195</residue> of 

the <protein>protein D1.3</protein> 

makes one <interaction>hydrogen 

bond </interaction> to 

<atom>oxygen</atom> of 

<chemical>ATP </chemical> …

X[0] X[1] X[2] …….    X[n]

1 1 0 .… 1

0 1 0

Sent1

Sent3
0 1 0Sent2 ….     0

….     1

Manually labeled into two 

classes: correct and incorrect

Learning

●Learning Corpus

●Structure data

●Keyword

●Pattern

Figure 3: Learning phase using SVM

The input corpus is an NNP-tagged document, in
which the named entities are tagged corresponding
to their meaning (for example <protein>, <atom>,
<residue>, etc) [6]. In the Vector Expression Mod-
ule the learning corpus is expressed in vector which
is later learnt by the SVM tool. In the same way,
in the testing phase, the testing corpus is expressed
by vector by the Vector Expression Module which
is then given as input to the SVM tool. The SVM
tool which has been learnt already by the Learning
phase, distinguish sentences related to functional
site information automatically and extracts it. Fi-
nally, in the extracted sentences, if the named en-
tity relates to a protein, it will be extracted to the
field for protein, and in the same way it will be ex-
tracted to the field for compounds if it relates to a
compound. We describe each of these procedures
elaborately in the following subsections.
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Input: Test Corpus, Structure data, Keyword, Pattern
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…

protein side

atomname

O

N
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ATP

…

NAPVector Expression 

Module

Distinguishing the 

sentences related to 

functional site 

information by SVM

Output: 
Function information

Figure 4: Testing Phase using SVM

4.1 Support Vector Machine

SVM is a classification method which aims to es-
timate a classification function f : χ → {±1} us-
ing labeled training/learning data from χ × {±1}.
Learning the labeled training data, SVM creates a
hyperplane in the feature space so that the exam-
ples of the two different class have the maximum
distance which is defined as “Margin” from it. The
examples which touch the margin line are called the
support vectors. In Figure 5, the ◦ and the � on the
dotted line are called the support vectors. SVM has
been very popular recently as a learning method in
the research field of pattern recognition.

marginmargin

hyperplane

Figure 5: Example of SVM

4.2 Vector Expression using the
Structure data of Protein

In a sentence related to functional site informa-
tion, it is described the interaction between two
objects, for example: interaction between “residue
and residue”, interaction between “residue and
compound”. When two objects interact to each
other, they are very close to each other on the struc-
ture. So, we can calculate the distance between
the two interaction candidates using the structure
data and comparing the distance with the thresh-
old value we can consider the sentence as a probable
functional site information sentence. Therefore, if
any sentence i shows this special feature, in the sen-

tence’s vector expression(x[i][0] x[i][1] ....x[i][n]) the
first vector element x[i][0] is set as “1” or “0” for
the distance smaller than the threshold and greater
than the threshold respectively. However, there are
special patterns where the residues’ names are enu-
merated in a sentence and the compound names
are omitted. Consequently, mistakes might occur in
selecting the interaction candidates. To solve this
problem, we introduce the two rules given below:

(1) Rule regarding grouping:
The residues enumerated in a sentence simultane-

ously take part in interaction with the compound.
Therefore, if the residues are written together and
they belong to the same protein, they are defined
as a group. The compounds written together also
compose a group.

(2) Rule regarding omission of the compound
name:

In a sentence where the residue name is written
but the compound name is omitted, it is difficult
to determine the compound interacting with the
residue. In this case, all pairs comprising residues
and compounds described in the structure data
should be considered.

4.3 Vector Expression using the
functional site information re-
lated keywords

In the sentences related to protein functional site
information, it is found that words like “interact”,
“bind”, “induce”, “hydrogen bond” etc are written
to express the interaction between two objects. Al-
though, there is not any specific list of these words,
a frequent expression of a good number of words are
observed in the functional site information related
sentences. So, these words might be considered as
important words or keywords for the functional site
information related sentences and thus expressing a
sentence in the literature into vector considering the
presence of these keywords a functional site infor-
mation related sentence might be more distinguish-
able than any other non-functional site information
related sentence. In our research, we extracted au-
tomatically the high frequency words that are writ-
ten in the sentences related to the functional site in-
formation and from those words, finally we selected
29 keywords manually as most probable candidates
to appear in the sentences related to functional site
information. When any sentence i is expressed by
vector, its vector elements from x[i][1] to x[i][29] are
allotted for these keywords and are expressed by the
binary value “1” or “0” depending on the frequency
of the corresponding keyword. Using the following
equation we get the value of x[i][j] for 1 ≤ j ≤ 29,
where fi,j is the frequency of the keyword j in sen-
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tence i .

x[i ][j ] =
{

1 (fi,j > 0)
0 (otherwise)

4.4 Vector Expression using pat-
terns

In the sentences related to protein functional site
information the following three patterns are fre-
quently observed. So, when a sentence is expressed
by vector, three of its elements can be expressed
by“1” or “0” considering whether these three pat-
terns are written in that sentence or not.

1. <residue>[*] [VERB] [*] <object> or
<object> [*] [VERB] [*] <residue>
This pattern is frequently written in the
sentence to express the interaction between
any residue and its interaction partner. For
identifying the verb we did morphological
analysis by the Brill’s tagger[7]. If this pattern
is present in a sentence i , its vector element
x[i ][30] is expressed by the binary value “1”,
otherwise by “0”.

2. between [*] <residue> and <object>
Usually when an information about the inter-
action between two different objects are writ-
ten in the sentence, the pattern above is writ-
ten to express it. Considering the presence of
this pattern in sentence i , the x[i ][31] element
of its vector expression is expressed by the bi-
nary value “1” or “0”.

3. “residue”
Protein functional site information are mostly
the interaction information between residues
and other objects on the structure. Thus, in a
sentence related to functional site information,
very frequently the word “residue” is written
in it. So, the word “residue” can be a special
feature for a sentence related to functional site
information. When a sentence i is expressed by
vector, its x[i][32] element is expressed by the
binary value “1” or “0” considering the word
“residue” is written in that sentence or not.

4.5 Distinguishing the named enti-
ties

This is the procedure of extracting functional site
information from the sentences distinguished as
sentences related to functional site information.
In general, the name of the residue is written
along with the chain information. For example,
“ArgH20” indicates that residue “Arg20” exists in

the chain “H.” Furthermore, the tag of the residue
can be examined to ascertain whether chain H be-
longs to the protein. If the atoms and the func-
tional groups do belong to the protein, they are
written close to the residues (for example, “oxygen
of Tyr35,” etc). Therefore, the sentence is divided
into segments according to the verbs and preposi-
tions (except “of”) and then in each segment, the
tags for the named entities are ascertained with re-
spect to the tags of the other named entities in the
same segment.

5 Evaluation

We made the learning corpus using four literatures
referred by PDB(1a0h, 1a0q, 1a26 and 1a3l). In the
learning corpus total number of sentences were 964,
out of which 71 sentences were labeled manually
as correct sentence and then the learning corpus
was learnt by the SVM tool. For learning we used
“LIBSVM tool” [8].

Then, we evaluated the accuracy of the proposed
method which uses the SVM tool to distinguish sen-
tences related to functional site information, using
the literature referred by PDB.

The PDB-ID of the protein and the number of
words, sentences and sentences containing correct
information are summarized in Table 1, while the
evaluation result is shown in Table 2. The exper-
imental result reveals that the recall value is sat-
isfactory. But still there is a scope to obtain a
higher value if the correct sentences which the sys-
tem could not distinguish, are feedback to the mod-
ule and learnt as correct sentences. Using feedback
from the operator both recall and precision can be
expected to obtain a higher value.

An example of a sentence mistakenly distin-
guished from a literature related to protein “1a5i”,
“As in human tPA , the side chain of Tyr151 residue
extends into the S2’ subsite”. In which what the
side chain of the residue “Tyr151” does has been
described which has nothing to do with the func-
tional site information. Besides, there were mis-
takenly distinguished sentences like, “Gly216 does
not contribute to binding by hydrogen bond forma-
tion....” where straightly describes that the residue
“Gly216” does not make a hydrogen bond.

6 Conclusion and Future
Work

In this paper, we proposed a method to distin-
guish protein functional site information related
sentences from literature for PROFESS. In the pro-
posed method the SVM tool was used to carry out
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Table 1: Literature data used in the experiment

PDB-ID �of �of �of
words sente correct

-nces sente
-nces

1a5i 7638 274 48
1a5h 6859 295 30
1a5y 7331 290 20
1a5z 9521 427 3
1a3r 6988 298 17
1a5v 5769 276 13
2a2g 7701 364 7

Average 7401 317.71 19.71

Table 2: Results
PDB-ID Precision Recall F-measure

1a5i 0.74 0.83 0.78
1a5h 0.51 0.50 0.50
1a5y 0.68 0.85 0.76
1a5z 0.67 0.67 0.67
1a3r 0.73 0.64 0.68
1a5v 0.68 0.84 0.75
2a2g 0.80 0.57 0.67

Average 0.68 0.72 0.70

the Learning Phase and distinguish the correct sen-
tences from the incorrect senteces in the Testing
Phase. The method was evaluated experimentally
using seven documents related to structural analy-
sis of protein. The average recall value and F value
of extraction were 0.72 and 0.70 respectively, which
confirms the effectiveness of the method.

Our future work will include improving the sys-
tem’s accuracy. For this, we will consider the feed-
back from the system operator. At present, any
sentence in the literature is expressed by vector us-
ing the protein structure data, keywords and pat-
terns where the keywords and patterns are pre-
pared manually. The sentences which are not dis-
tinguished by the extraction module contain key-
words and patterns which are not included in our
prepared list. So, an automatic recognition of the
functional site information related keywords and
the syntactic patterns from the feedback sentences
would be essential. Our perspective is to increase
the total number of the vector elements dynam-
ically which would cover any sentence related to
functional site information and lead to a higher
performance. Besides, the sentences which are not
related to functional site information but are dis-
tinguished by the proposed method, need also to
be considered for the sake of unalloyed information
extraction by the system. For this, not only in-
creasing the number of vector elements by adding
new keywords and patterns but also to tune each
of the vector element’s weight so that the vector
expression of any literature leads to an accurate

and higher performance of distinguishing the cor-
rect sentences. The cyclic process of “Adding new
vector elements to the learning corpus”, “Tuning
the weight of each of the vector elements”, “Learn-
ing the corpus by SVM” and “Distinguishing the
correct sentences by the SVM” can be expected to
obtain a higher performance and achieve our goal.
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