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A Novel Method of Facial Expression Recognition from
A 2.5D Partial Face Image
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Abstract Due to the existing problem for recognizing facial expression from side view face, this paper
propose a new method for recognizing facial expression by using a 2.5D partial face image. The 2.5D partial
face image is captured from a viewpoint between -/+45°. This method consists of two parts: crossing points and
displacement vector. First, the 3D virtual expression face is reconstructed from a 2.5D partial face image. The
facial expression is analyzed in term of the crossing point distribution on the face plane. Second, a displacement
vectors are computed by using the movement direction pointing from the crossing point of normal face to the
crossing point of expression face. Finally, the crossing point distribution and displacement vectors are used for
facial expression recognition by means of support vector machines. The experiments were done for four facial
expressions (neutral, anger, surprise and smiling) from 22 persons, based on the assumption that the person has
been known. The results show the feasibility of the proposed method.

Keywords Facial Expression; Partial Face Image; Face Plane; Crossing Point; Displacement Vector; Support
Vector Machines

facial perception over the last three decades [1], [2],

L. Introduction but these researches perform effectively for

As facial expressions provide significant recognizing the facial expression from only full
information such as affective stage, cognitive activity, ~ frontal facial image. In many situations of robot-
temperament and personality, truthfulness, and vision and human-machine interfaces, only partial

psychopathology, the several researches study on  face data can be captured. Therefore this paper
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Figure 1. a) Input 2.5D partial face images are captured in different
viewpoint starting from -45° (Neutral), -22.5° (Smiling), 22.5°
(Surprise) and 45° (Anger). b) The 3D virtual expression face is
reconstructed. ¢) Only face surface is extracted to be used in face
plane. d) Crossing point on face plane. €) The crossing point
distributions on the face plane and the face profile. f) The
displacement vector of each expression face. The 36 vector are
used to analyze the facial expression.

propose a facial expression recognition method from
a 2.5D partial face data. A 2.5D data is a simplified
3D (x, y, z) surface representation that contains at
most one depth value (z-direction) for every point in
the (x, y) plane, associated with a registered texture
image. Each scan can only provide a single viewpoint
of object, instead of the full 3D view [3]. However,
the usage of 2.5D image has the advantage over using
2D image for face pose variation. There are many
researches proposed as follows.

In the existing researches, the several facial
expression recognition methods have been proposed.
Most of existing researches can work well with only
frontal facial image. M. Pantic and L.J.M Rothkantz
[4] proposed a facial expression recognition method
by defining their face model as a point-based model
composed of the two 2D facial views of the frontal

and side view face images. Multiple feature detectors
were applied redundantly in order to localize contours
of prominent facial features prior to their model. This
method needs more than one viewpoint of face image
including frontal face image. H., Michael et al. [5]
use a generic 3D head model and frontal view image
for the synthesis of facial expression, and then the
facial expression was classified by local binary
pattern techniques. [.A. Essa [6] adopts the optical
flow processing for perception and measurement of
facial motion. The 3D mesh model of face is fitted by
2D frontal face image. Muscle activation is extracted
using a physics-based model of facial deformation,
and then the deformation is estimated from the
optical flow. C. Li and A. Barreto [7] proposed the
framework of 3D face recognition involving an initial
expression assessment of unknown face. The smiling
and neutral expressions were recognized. The most
distinctive features associated with the smile are the
bulging of the cheek muscle and the uplift of the
corner of the mouth, and then the histograms of the
range value for smiling and neutral is used to classify
the expression by means of Linear Discriminant
Analysis (LDA) and Support Vector Machine (SVM).
J. Wang et al. [8] used the rotated 3D frontal face
model under viewpoint between -/+40° for each
rotation on pitch and yaw rotation to recognize facial
expression. Based on the principal curvature
information estimated on the 3D triangle mesh model,
a surface labeling approach is applied to classify the
3D primitive surface features into twelve basic
categories. The statistic histograms of the surface
labels of all these regions are combined to construct
the specific facial expression feature. Linear
Discriminant ~ Analysis (LDA) is wused for
classification. In this method, the rotated frontal face
is used in the experiment but, actually, an only partial
face will be obtained in case of capturing the face
from side view. These methods are not appropriate
for facial expression recognition from a partial face
data because the frontal face is necessary.

In the almost existing researches, the only frontal
face viewpoint can be used and the feature extraction
is always needed for higher-level representation. But
actually, the orientation of face is also the one factor
to make the recognition result fail and it is difficult to
select appropriate features in the 3D facial data.
Therefore, in this paper, we propose a novel method
for 3D face expression recognition from a 2.5D
partial face data. An input 2.5D partial face data is
captured from any viewpoint between -45° and +45°
around Y axis, and then the 3D virtual expression
face is reconstructed according to the 3D face
reconstruction algorithm. Only the change of facial
skin is considered for facial expression recognition.
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By using face plane algorithm, the facial expression
is represented in terms of the crossing point
distribution and the displacement vector (see Fig. 1).
The recognition accuracy by the crossing point
distribution and the displacement vector is shown in
the experiment. Our method has been developing for
recognizing the four facial expressions (neutral, anger,
surprise and smiling) by mean of support vector
machines.

In the following, our facial expression recognition
method is described in section 2. In section 3, the
experimental results are shown.

2. Facial Expression Recognition

The process of the facial repression recognition is
illustrated in Fig. 1. The 2.5D image acquisition and
3D face reconstruction are prepared in pre-processing
process, and then the derivation of the face plane,
crossing point distribution and the displacement
vector will be described.

2.1 Pre-processing Process

A. 2.5D Image Acquisition

For our 3D facial expression reconstruction
algorithm, the 2.5D head image is used. The input
data is captured by using VIVID700 and represented
by the point set data. The 2.5D image consists of
range data and color data. The range image size is
200x200 pixels, the color image has 400x400 pixels
in the same scanning region. Unfortunately,
VIVID700 is not sensitive for the black color like
hair because it uses a red laser. This problem was
solved by covering the hair with the cap. However,
only facial skin area is used in the recognition system.
The input image was captured from a viewpoint
around Y axis from -45° to +45° with step 22.5° (see
Fig. 2(b)) with four facial expressions (neutral, anger,
surprise and smiling).

B. 3D Face Reconstruction

As we aim to recognize facial expression using
only a single 2.5D partial face data, the 3D virtual
face is reconstructed by the method in ref. [9]. In this
subsection, this method will be explained briefly.

The 2.5D partial face data is sprit into N cross
section along Y axis. The data on each cross section
was fitted by ellipse fitting technique, and then nose
tip and nose ridge are detected by correcting the face
vectors according to nose ridge detection algorithm.
The mirror of real face is computed from the
symmetry plane passing the nose tip, the nose ridge
and the point on the center line of the face. Finally,
3D virtual face is reconstructed using the real face
and its mirror face. The example of reconstructing the
3D virtual expression face is shown in Fig. 1(b).

The nose tip point will be referred in the face plane
for reconstructed 3D face algorithm. The face plane
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Figure 2. a) The black color surface as hair unmeasured by laser
light is covered by cap. b) The viewpoint for capturing the 2.5D
image from the top view of human head. 5 viewpoints captured are
-45°, -22.5°,0°,22.5° and 45°.

which will be explained in the next subsection
applied to analyze the facial expression.

2.2. Face Plane Computation

After the virtual face is reconstructed in section
2.1, the facial surface extracted according to color
segmentation as shown in figure. 1(c) is considered
for recognition. The face plane algorithm is applied
for analyzing the facial expression in term of crossing
point [10].

A. Derivation of the Face Plane

The face plane is a virtual plane across a head. In
face plane algorithm, the normal vectors are used for
deriving a face plane. These normal vectors point
from the facial surface toward the center of the head.
A normal vector is calculated using four neighboring
points. The derivation of face plane is described as
following.

The three dimensional data on the facial surface is

described as p =(a,b,c),(i=1,.,N) (see Fig3).
Let the normalized vector on the normal line passes
through a point , on the face be £, = (j, k1), Now

suppose a point P inside the head and orthogonal
projection from the point P to the normal line. The
distance ¢, of orthogonal projection from the point

to the normal line £, is as follow:
d’ =|P-pl --p. 1)
=(P=p)(E-f-f)P-p) O

where E is the unit matrix and (e ,®) is the inner
product. The optimization can be carried out by

differentiating O = Zid,.z with respect to P .

d
% 2= INP-p)=0 @
Then the optimal point P can be obtained.
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Figure 3. Derivation of face plane

The face plane passes through this point. But the
orientation of the plane has not been determined.
Therefore, the direction 7 which makes the next
equation maximum is solved. This makes an eigen
problem under the condition ”n“ =1.

S=3.(fn)" = ”’[Zfi -ﬁfjn @

By solving this problem, the three eigenvalues and
three corresponding eigenvectors can be obtained as

A2, 22, and @,0,,0, respectively. @ will be

chosen as the direction # of the face plane based on
the least distance (see Fig. 3). The face plane is fixed
by Pand 7.

B. Crossing Point Computation
As the normalized vector £ = k1) points from
the point p, =(a,,b,c,)’, the equation of the normal
line is described as follows;
h=p,+1.f )
where h=(x,y,z) is a point on the normal line, /, is

a real number. Describing Eq. (5) in element-wise,
we can obtain the next equation (6).

x=a;+1,j,
y=b+tk (6)
z=c, +t
Then, suppose a virtual plane in a head;
n-(X-P)=0 )

where n = (4, B,C) is the normal vector of the face

plane, P=(x,,y,,2,) is a point on the face plane.

Substituting Eq. (6) in Eq. (7), we can obtain

- (4x,+ By, +Cz,) — (4, + Bk, + Cl,) ®
' (da, + Bb, + Cc))

36

[ |
a=18%c a=18%c_

Figure 4. The crossing point distributions in the 36(6x6) subareas

By substituting 7, in Eq. (6), we can obtain the
crossing point (x7,37,z7) . The crossing point
distributions on the face plane will be different
according to facial expression change (see Fig. 1.(d)).
The advantage of this analysis using the face plane is
that the position of crossing points is invariant for the
rotation and inclination of the head.

2.3. Crossing Point Distribution Method

In this subsection, the crossing point distribution is
divided into 36(6x6) subareas (see Figure. 4). The set
of crossing points in each subarea are used as pattern

feature. To define the 36 subareas, the center C is
defined as the average of crossing points (see Fig. 4).

The standard deviation on x-axis (0, ) and y-axis
(0, ) of crossing points within the area of 20 cm.

from the center C are calculated. The width and
height of the region of interest (ROI) are defined as
2*1.8*c, and 2*1.8%¢, respectively, where the
factor 1.8 is determined by a pilot test. The ROI is
divided into 36(6x6) subareas. The crossing points in
each subarea are counted and normalized as Eq. (9).

X = (x,%,,X55-0,X,)
1 n
f=—2xa
n a=l1

V.= (xl =X,% =X, % —X,...,X, —J_C)

c

Ve xl—x’xz—x’x3—xw’xn—x ©
V. V. V. 14

< c c c

where X, is the number of crossing points in each

subarea. @ is the subarea number starting from 1 to
36. V is the normalized vector of feature vector

V., and has 36 components.
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For recognition, the facial expression change from
neutral face is considered. Therefore, each facial expression
is compared with the referential neutral face of the same
person (see Eq. (10)). A data used for recognition is:

ky _y®
Y, =V, ~-Vn, ao
where Yo((k) is the difference vector. Vo(lk) is the

normalized feature vector of facial expression. Vi is the
feature vector of referent neutral face. & is the data number.
k is the category number of facial expression.

2.4. Displacement Vector Method

Based on the assumption that the person is known,
each facial expression image is compared with the
neutral face of the same person. In order to compute a
displacement vector, the size of the expression face is
normalized to be the same size as the neutral face. A
pair of points on both face surfaces which have the
same 2D-coordinate of the neutral face and the
expression face are considered. The pair crossing
points corresponding to the pair of points on the two
face surfaces will be used for computing a
displacement vector. The displacement vector is the
movement vector of the crossing point pointing from
the crossing point of neutral face to the one of
expression face (see Fig. 5.).

To compute the displacement vector, the size of
neutral face and expression face has to be the same.
The two ear positions of both faces are selected by
manually for normalization, and then the expression
face is normalized to the neutral face. The 3D faces
are converted to 2D faces from the front view face.
The pair points on the surface of neutral face and
expression face which have the same 2D-coordinate

is described as p, and p;, (i = 1,...,N), respectively.

The two crossing points ¢; and ¢/ are the positions
on the face plane which the normal lines from
prand p? point to the face plane. The displacement
vector die is a vector pointing from ci" to cf.

The surface of the expression face is divided into
36 (6x6) areas based on the size of neutral face (see

Fig. 1.(f)). The average displacement vector V;,, (m =
1,...,36) , is the average of vector d,.e according to the
all points p; on the surface of the same area. The set

of displacement vector V, is consisted of 36 average
displacement vectors.

di =¢/ -¢ an

v =3 dr (12
i=1

Ve = (vf,‘..,vfn) (13)

Face Plane
Expression |

]
a) Side View

b) Front View
Figure 5. The concept of displacement vector

where ¢, is the crossing point, d, is the displacement

vector, Vv, is the average of displacement vector
according to the points on the surface of same area,

V% is the set of displacement vector, § is the number
of crossing points in the area 7, e is the category of
expression face and 7 represents neutral face.

3. Experimental Result and Discussion

The experiments were done for four facial
expressions (neutral, anger, surprise and smiling)
from 22 persons, based on the assumption that the
person is known. A 2.5D partial face is captured from
a viewpoint from -45° to +45° with step 22.5°. The
support vector machines in [11] with the radial basis
function is used for recognition. The experimental
result is shown in Fig.6. The accuracy of smiling face
shows the highest because the motion of crossing
point is distinctive from the other. The accuracy of
anger face shows the lowest because only partial
surface around eyebrows changes from the neutral
face.

The performance of displacement vector method
and crossing point distribution method in [6] is
compared in Figs. 7 and 8. Fig. 7 shows the accuracy
for each viewpoint. Fig. 8 shows the accuracy for
each expression face. By using displacement vector
method, the expression recognition accuracy is
improved.

4. Conclusion

In this paper, we have proposed a novel method for
facial expression recognition from a 2.5D partial face
image. An input 2.5D partial face image captured
from any viewpoint from -45° to +45° around Y axis
is used. The experiments were done for four facial
expressions (neutral, anger, surprise and smiling)
from 22 persons, based on the assumption that the
person is known. The results showed the feasibility of
the proposed method. The advantages of this method
are the following: 1) the 2.5D partial face image
captured from any viewpoint of face rotation between
-45° and + 45° can be used for facial expression
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recognition, 2) by comparing between our proposed
method and the crossing point distribution method,
the expression recognition accuracy is improved. For
the future work, the additional method such as
hierarchical classification algorithm will be used to
improve the accuracy of the system.
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The Accuray of Facial Expression Recognition for Different
Viewpoint by Using SVM
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Figure 6. The accuracy of facial expression recognition for
different angle of face rotation by using SVM; -45°, -22.5°, 0°,
+22.5° and +45°.
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Figure 7. The expression recognition accuracy from different angle
of face rotation by using displacement vector method and crossing
point distribution method

The Expression Recognition Accuracy from Different
Expression Face by Using Displacement Vector Method and
Crossing Point Distribution Method
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Figure 8. The expression recognition accuracy from different
expression face by using displacement vector method and crossing
point distribution method

—482—





