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Abstract
of the system is that users can search not only through the whole abstract text for his specified keywords, but also from limited
sections in the abstracts. The sections reflect the structure of abstract texts, such as BACKGROUND and CONCLUSIONS.

This feature makes it easier to narrow down search results when adding extra keywords does not work, and allows for rank-

We present an experimental text retrieval system to facilitate search in the MEDLINE database. A unique feature

ing search results according to users’ needs. The MEDLINE database contains a small portion of “structured” abstracts, in
which sections are explicitly marked by the headings. They thus require no additional processing for inferring which section
each sentence belongs to. They also provide training data for constructing classifiers that section the rest of the unstructured
abstracts lacking explicit section heading, which form a majority of the MEDLINE corpus.
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of auxiliary ways to narrow down search results. For example, it is

1. Introduction ) ; ) ) o
possible to restrict search to specific fields including titles and pub-

With the rapid increase in the volume of scientific literature, de-
mands are growing for systems with which the researcher can ef-
ficiently search relevant scientific documents with less effort. On-
line document retrieval services such as NLM PubMed [8] and NEC
CiteSeer [5] are getting more and more popular, as they permit users
to search in the large corpora of abstract text or full papers.

PubMed .enables efficient retrieval of relevant papers with full-
text search in the MEDLINE abstract [7]. It also provides a number

lication date. And most abstracted citations are given peer-reviewed
annotation of topics and keywords chosen from controlled vocabu-
lary, which can also be used to restrict search. All these facilities
rely on information external to the content of the abstract text. In
this report, by contrast, we explore the use of information that is
inherent in the abstract text, to help efficient retrieval. Namely, we
exploit the structure underlying the abstract texts.

Our search system allows search to be performed within restricted



portions of the texts, where ‘portions’ are determined in accordance
with the structural role of constituent sentences in the text. We
expect such a system to substantially reduce users’ effort to nar-
row down an (overwhelming) amount of search results. Consider
sentences in the abstracts were classified to their roles, say, Back-
ground and Objectives, Methods, Experimental Results, and Con-
clusions. The intention of users is closely related to some of these
“sections,” but not to the rest. For instance, if a clinician intends
to find whether an effect of a chemical substance on a disease is
known or not, she/he can direct the search engine to return the pas-
sages in which the names of the substance and the disease co-occur,
but only in the sentences from the Results and the Conclusions sec-
tions. Such a restriction is not easily attainable by simply adding
extra query terms. Furthermore, it is often not immediately evident
to users what extra keywords are effective for narrowing down the
results. Specifying sections to search in such a case should reduce
users’ effort to retrieve information they seek.

Labeling each sentence under human supervision is not a viable
optidn due to the size of the MEDLINE corpus. We are hence
forced to seek for a way to automate this process. In our previous
work [11], [13], we have reported preliminary results concerning the
use of text classification techniques for inferring the label of the sen-
tences but with no particular application in mind. This paper reports
the extension of the work with more focus on its application to the
search system for MEDLINE.

The main topics of the paper are (1) how to construct training data
used for training the sentence classifier without ascribing too much
to human supervision, and (2) what classes, or sections, should be
presented to users to which they can restrict search. This decision
must be made on account of the trade-off between usability and ac-
curacy of sentence classification. Another topic is (3) what types of

features are effective for classification.
2. Statistics on the MEDLINE abstracts

A step in our construction of a MEDLINE search system, in par-
ticular, the classification of sentences into sections, relies on the
“structured abstracts” found in the MEDLINE database. Since these
abstracts have explicit sections, we use them as training data in con-
structing the sentence classifiers for the rest of the abstracts. How-
ever, we need to analyze the quality of the data, as it would affect
the performance of the resulting classifiers. In the following, we de-
scribe the statistics on the structured abstracts as contained in MED-
LINE, and their impact on the design of the system.

2.1 Structured abstracts

Since its proposal in 1987, a growing number of biological and
medical journals have begun to adopt so-called “structured ab-
stracts” [1]. These journals require authors to divide the abstract text
into sections that reflect the structure of the text, such as BACK-
GROUND, OBJECTIVES, and CONCLUSIONS. The sectioning

schemes are sometimes regulated by the journals, and sometimes

left to the choice of the authors. As the sections in these structured
abstracts are explicitly marked with a heading (usually written in all
upper-case letters), this allows us to identify a heading as a category
label for the sentences that follow. Unfortunately, the number of un-
structured abstracts in the MEDLINE database far exceeds that of
structured abstracts (Table 1). The frequencies of individual head-
ings as well as sectioning schemes are shown in Tables 2 and 3,
respectively.

2.2 Section headings = categories?

The fact that unstructured abstracts form a majority leads to the
idea of automatically labeling each sentences when the abstracts are
unstructured. This labeling process can be formulated as a text cat-
egorization task if we fix a set of sections (categories) into which
each sentence should be classified. The problem remains what cat-
egories, or sections, must be presented to the users to specify the
portion of the abstract texts to which search should be restricted.
It is natural to choose the categories from the section headings oc-
curring in the structured abstracts, as it will allow us to use those
abstract texts to train the sentence classifiers. However, there are
more than 6,000 distinct headings in MEDLINE 2002.

To maintain usability, the number of sections offered to the user
must be kept as small as possible, but not too small to make the
facility useless. But if we restrict the number of categories, then,
how should a section in a structured abstract be treated if its head-
ing does not match any of the categories presented to the users? If
the selection were sensible, most sections translate into a selected
category in a straightforward way, such as identifying “OBJEC-
TIVES” and “PURPOSE” sections. But there are headings such
as “BACKGROUND AND PURPOSES.” If BACKGROUND and
PURPOSES were two distinct categories presented to the user, we
would have to determine which of these two classes each sentence in
the section belongs to. Therefore, at least some of the sentences in
the structured abstracts must go through the same labeling process

we use for unstructured abstracts, namely, when sectioning does not

Table 1 Ratio of structured and unstructured abstracts in MEDLINE 2002.
# of abstracts / %

Structured 374,585/ 6.0%
Unstructured 5,912,271/ 94.0%
Total 11,299,108 / 100.0%

Table 2 Frequency of individual sections in the structured abstracts in

MEDLINE 2002.
Sections # of abstracts  # of sentences
CONCLUSION(S) 352,153 246,607
RESULTS 324,479 1,378,785
METHODS 209,910 540,415
BACKGROUND 120,877 264,589
OBJECTIVE 165,972 166,890
Total 2,597,286




Table 3 Frequency of sectioning schemes (# of abstracts). Percentages show the frequency relative to

the total number of structured abstracts. Schemes marked with ‘*’ and ‘}’ are used for the

experiment in Section 3. 3.

Rank #/ % Section sequence

1 61,603/ 16.6% BACKGROUND /METHOD(S)/RESULTS/CONCLUSION(S)
*2 54,997/ 14.7% OBIJECTIVE/METHOD(S)/RESULTS / CONCLUSION(S)
*3 25008/ 6.6% PURPOSE/METHOD(S)/RESULTS/CONCLUSION(S)
4 11,412/ 3.0% PURPOSE/MATERIALS AND METHOD(S)/RESULTS / CONCLUSION(S)
15 8,706/ 2.3% BACKGROUND /OBJECTIVE /METHOD(S)/RESULTS / CONCLUSION(S)
6 8,321/ 2.2% OBJECTIVE/STUDY DESIGN / RESULTS / CONCLUSION(S)
7 7,833/ 2.1% BACKGROUND /METHOD(S) AND RESULTS / CONCLUSION(S)
*8 7,074/ 1.9% AIM(S)/METHOD(S)/RESULTS / CONCLUSION(S)
9 6,095/ 1.6% PURPOSE/PATIENTS AND METHOD(S)/RESULTS / CONCLUSION(S)
10 4,087/ 1.1% BACKGROUND AND PURPOSE / METHOD(S) / RESULTS / CONCLUSION(S)

Total 374,585/ 100.0%

coincide with the categories presented to the users.

Even when the section they belong to has a heading that seems
straightforward to assign a class, there are cases in which we have
to classify sentences in a structured abstract. The above mentioned
OBJECTIVE (or PURPOSE) class is actually one such category that
needs sentence-wise classification. Below, we will further analyze
this case.

As Table 3 shows, the most frequent sequences of headings are
(1) BACKGROUND, METHOD(S), RESULTS, and CONCLU-
SION(S), followed by (2) OBJECTIVE, METHOD(S), RESULTS,
and CONCLUSION(S). Inspecting abstract texts that conform to
formats (1) and (2), we found that in the BACKGROUND and OB-
JECTIVE sections, most of these texts actually contain the both the
sentences describing the background, and those describing the re-
search objectives.

We have verified this claim by computing Sibson’s information
radius (Jensen-Shannon divergence) [6] of the sentences in each sec-
tions. Information radius Dyg between two probability distributions

p(x) and g(x) is defined as follows, using Kullback-Leibler diver-

gence Dyj..
Dis(pla) = 5 Do (PH eg) Dy (q” E_.;r_q)]
1 plx)
=5 gp(x) log m
gq(x)
AL Py

Hence, information radius is a measure of dissimilarity between dis-
tributions. It is symmetric in p and ¢, and is always well-defined,
which are not always the case with Dy .

Table 4 shows that the sentences under the BACKGROUND and
OBJECTIVE sections have similar distributions of word bigrams as

well as the combination of words and word bigrams. Also note the

smaller divergence between these classes (bold faced figures), com-
pared with those for the other class pairs. The implication is that

these two headings are not reliable as separate category labels.
3. Classifier design

3.1 The number and the types of categories

In our previous work [11],[13], we used five categories, BACK-
GROUND, OBJECTIVE, METHOD(S), RESULTS, and CON-
CLUSION(S), based on the frequency of individual headings (Ta-
ble 2). We believe this is still a reasonable choice considering the
usability of the system and the ambiguity arising from limiting the
number of classes. As we mentioned earlier, the BACKGROUND
and the OBJECTIVE section headings are too unreliable to be taken
as a category label for the sentences in the sections. But still, it is
not acceptable to merge them as a single class. Since they are quite
different in their structural roles, merging them would greatly affect
the utility of the system.

3.2 Support Vector Machines and feature representation

Following our previous work, soft-margin Support Vector Ma-
chines (SVMs)[2],[12] were used as the classifier for each cate-
gories. We first construct SVM classifiers for each of the BACK-
GROUND, OBJECTIVE, METHODS, RESULTS, and CONCLU-
SIONS classes, using the one-versus-rest configuration. Since SVM
is a binary classifier while our task involves five classes, we com-
bine the results of these classifiers as follows: the class i assigned
to a given test example x is the one the one represented by the SVM
whose value of f;(x) is the largest, where f;(x) is a decision function
of SVM for the i-th class, i.e., the signed distance from the optimal
hyperplane after the margin width is normalized to 1.

The basis of our feature representations is words and word
bigrams. In the previous work[11],[13], we have used non-
contiguous sequential word patterns as features. We use word bi-
grams here instead of sequential patterns due to practical reasons:

the speed of the feature construction is prohibitive because of the



Table 4 Information radius between the sections.

(a) Word bigrams

Class BACKGROUND OBJECTIVE METHODS RESULTS CONCLUSION(S)
BACKGROUND 0 0.1809 0.3064 0.3152 0.2023
OBJECTIVE 0.1809 0 0.2916 0.3256 0.2370
METHODS 0.3064 0.2916 0 0.2168 0.3201
RESULTS 03152 0.3256 0.2168 0 0.2703
CONCLUSIONS 0.2023 0.2370 0.3201 0.2703 0
(b) Word unigrams and bigrams
Class BACKGROUND OBJECTIVE METHODS RESULTS CONCLUSION(S)
BACKGROUND 0 0.1099 02114 0.2171 0.1202
OBJECTIVE 0.1099 0 0.1965 0.2221 0.1465
METHODS 0.2114 0.1965 0 0.1397 0.2201
RESULTS 0.2171 0.2221 0.1397 0 0.1847
CONCLUSIONS 0.1202 0.1465 0.2201 0.1847 0

large number of documents to process.

3.3 Contextual information

Since we are interested in labeling a series of sentences, it is ex-
pected that incorporating contextual information into the feature set
will improve classification performance. For example, it is unlikely
that experimental results (RESULTS) are presented before the de-
scription of experimental design (METHODS). Thus, knowing that
preceding sentences have been labeled as METHODS should con-
dition the probability of the present sentence being classified as RE-
SULTS section. And the sentences of the same class have high prob-
ability of appearing consecutively; after all, we would not expect the
authors to interleave sentences describing experimental results (RE-
SULTS) with those in CONCLUSIONS and OBJECTIVES classes.

Since it is not clear what kind of contextual information performs
best, the following types of contextual representation were exam-

ined in an experiment (Section 4. 1).

(1) The class of the previous sentence.

(2) The classes of the previous two sentences.

(3) The class of the next sentence.

(4) The classes of the next two sentence.

(5) Relative location of the current sentence in the abstract
text.

(6) The word features of the previous sentence.

(7) The word features of the next sentence.

(8) The word features of the previous and the next sentences.

(9) The class of the previous sentence and the length of the

contiguous sentences having the same class.
4. Experiments

This section reports the results of preliminary experiments that
we conducted to examine the performance of the classifiers used for
labeling sentences.

4.1 Contextual information

In this experiment, structured abstracts from MEDLINE 2002

were used. The classes we considered (or, sections to which

sentences are classified) are OBJECTIVE(S), METHOD(S), RE-
SULT(S), and CONCLUSION(S). Note that this set does not co-
incide with the five classes we employed in the final system. Ac-
cording to Table 3, the section sequence consisting of these sections
are only second after the sequence BACKGROUND / METHOD(S)
/ RESULT(S) / CONCLUSION(S). However, identifying the sen-
tences with headings PURPOSE(S) and AIM(S) with those with
OBJECTIVE(S) makes the corresponding sectioning scheme the
most frequent.

Hence, we collected structured abstracts whose heading se-
quences matches the following patterns:

(1) OBIJECTIVE(S) / METHOD(S) / RESULTS / CONCLU-
SION(S),

(2) PURPOSE(S) / METHOD(S) / RESULTS / CONCLU-
SION(S),

(3) AIM(S)/METHOD(S)/RESULTS / CONCLUSION(S).

We split each of these abstracts into sentences using UIUC Sen-
tence Splitter [9], after removing all symbols and replacing every
contiguous sequence of numbers with a single symbol “#’. After
sentence splitting, we filtered out the abstracts that produced a sen-
tence with less than three words, regarding it as a possible error in
sentence splitting. This yielded a total of 82,936 abstracts.

To reduce the number of features, we only take into account word
bigrams occurring in at least 0.05% of the sentences, which amounts
to 9,078 bigrams. The number of (unigram) word features was
104,733.

We obtained 103,962 training examples (sentences) from 10,000
abstracts randomly sampled from the set of 82,936 structured ab-
stracts described above, and 10,356 test examples (sentences) from
1,000 abstracts randomly sampled from the rest of the set. '

The quadratic kernel is used with SVMs, and the optimal soft
margin (or capacity) parameter C is sought for each of the SVMs
using different context features. The results are listed in Table 5.

There were not much differences in the performance of contex-

tual features as far as accuracy were measured on a per-sentence



Table 5 Performance of context features

Accuracy (%)
Features sentence abstract
(0) No context features 83.6 25.0
(1) The class of the previous sentence 88.9 48.9
(2) The classes of the previous two sen- 89.9 50.6
tences
(3) The class of the next sentence 88.9 50.9
(4) The classes of the next two sentences 89.3 512
(5) Relative location of the current sen- 91.9 50.7
tence
(6) The word features of the previous sen- 87.3 375
tence
(7) The word features of the next sentence 88.1 39.0

(8) The word features of the previous and 89.7 46.4
the next sentences

(9) The class of the previous sentence and 90.6 50.9
the number sentences of the same class

preceding the sentence

basis. All contextual features (1)-(9) obtained about 90% accuracy,
which is an improvement of 4 to 8% over (0) when no context fea-
tures were used. The performance on a per-abstract basis, in which a
classification of an abstract is judged to be correct only if all the con-
stituent sentences are correctly classified, was about 50% at maxi-
mum, which is 25% improvement. This maximum performance was
obtained for features (3), (4), and (5).

4.2 Separating ‘Objectives’ from ‘Background’

The analysis in the Section 2.2 suggest that it is unreliable to use
the headings BACKGROUND and OBJECTIVE(S) as the label of
the sentences in the sections, because the BACKGROUND section
frequently contains sentences that should rather be classified as OB-
JECTIVES and vice versa. Yet, it is not acceptable to merge them
as a single class, because they are quite different in their structural
roles; doing so would severely impairs the utility of the system.

To resolve this situation, we construct an SVM classifier to distin-
guish between these classes again. To train this classifier, we use the
sentences in the structured abstracts that contain both the BACK-
GROUND and the OBJECTIVES sections (such as in the scheme
marked with a dagger in Table 3).

To assess the feasibility of this approach, we collected 11,898 ab-
stracts that have both the BACKGROUND and the OBJECTIVE(S)
headings. The texts in this collection were preprocessed in an identi-
cal manner as the previous subsection, and the number of sentences
in the BACKGROUND and the OBJECTIVES sections from this
collection was 34,761, The classification of individual sentences
with SVMs exhibited an F1-score of 96.4 point (which factors into
a precision of 95.6% and a recall of 97.2%), on average over 10-
fold cross validation trials. The SVMs used quadratic kernels, and
used the bag-of-words-and-word-bigrams features only. No context

features were used.

5. The system

Using the feature set described in Section 3.2 as well as the con-
text feature (5) of Section 3.3, we constructed five SVM classi-
fiers for each of the five sections, BACKGROUND, OBJECTIVES,
METHODS, RESULTS, and CONCLUSIONS. With these SVMs,
we labeled the sentences in unstructured abstracts in MEDLINE
2003 whose publication year is 2001 and 2002. The same labeling
process is applied to the sentences in structured abstracts as well,
when their section headings do not match any of the five sections
presented to users. We also classified each sentence in the BACK-
GROUND and OBJECTIVE (and equivalent) sections into one of
the BACKGROUND and OBJECTIVE classes using the classifier
of Section 4.2, when the structured abstract contains only one of
them.

We implemented an experimental search system for these abeled
data using eRuby on top of an Apache web server. The full-text re-
trieval engine Namazu was used as a back-end search engine. The
screen shot for the service page is shown in Figure 1. The form on
the page contains a field for entering query terms, a ‘Go’ button as
well as radio buttons marked ‘Any’ and ‘Select from’ for choosing
whether the keyword search should be performed on the whole ab-
stract texts, or on limited sections. Plain keywords, phrases (spec-
ified by enclosing the phrase in braces), and boolean conjunction
(‘and’), disjunction (‘or’), and negation (‘not’) are allowed for query
field. If the user chooses ‘Select from” button rather than ‘Any,’ the
check boxes on its right are activated. These boxes corresponds to
the five target sections, namely, ‘Background,” ‘Objectives,” ‘Meth-
ods,” ‘Results,” and ‘Conclusions.’

Matching query terms found in the abstract text are highlighted
in bold face letters, and the sections (either deduced from headings
or from the content of the sentence with automatic classifier) are

shown in different background colors.
6. Conclusions and future work

We have reported the first step towards construction of a search
system for the MEDLINE database that allows the users to exploit
the underlying structure of the abstract text. The implemented sys-
tem, however, is only experimental, and surely needs more elabora-
tion.

First of all, the adequacy of five sections presented to the user
needs evaluation. In particular, OBJECTIVE and CONCLUSIONS
are different as they each describes what has been sought and what
is really achieved, respectively, but they are the same in the sense
that they provides a summary of what the paper deals with. They
are not about the details of experiments, and not about what is done
elsewhere. Thus grouping them into one class might be sufficient
for most users.

We plan to incorporate re-ranking procedure of label sequences

based on the overall consistency of the sequences. By consistency,
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Fig. 1 A screen shot.

we mean the likelihood of sequences such as it is unlikely that con-
clusions appear in the beginning of the text, and the same section
seldom occur twice in a text. The similar lines of research [4], [10]
have been reported recently in ML and NLP communities, in which
the sequence of classification results is optimized over all possible
sequences. We also plan to incorporate features that reflects cohe-

sion or coherence between sentences [3].
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