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In this paper we deal with the problem of automatic term recognition in medical cor-
pora combining linguistic knowledge with statistics. We propose a statistical measure
which extracts multiword, uninterrupted terms. It also deals with those terms being sub-
strings of other longer terms. We evaluate the results using precision and recall.
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1 Introduction

Term recognition is of great importance as
the existence of coherently built terminolo-
gies leads to better performance for many
interesting applications.
translation, machine translation, text cate-
gorization and indexing in digital libraries,

technical writing, book indexing, informa-

tion retrieval and hypertext linking and
authoring to name a few. However, it is
a time consuming task due to the many
problems involved.

Approaches for term recognition are
mainly based on linguistic knowledge
(Bourigault, 1992; Ananiadou, 1994). Lin-
guistic rules (ie.  in the form of mor-
phosyntactic properties) are applied to
sublanguage corpora.

The availability of large scale corpora
enhanced the use of statistical approaches
on natural language processing in general,
for inferring grammars or enriching lex-
ica. The importance of corpora cannot
be denied, since the pertinent information
is obtained by the real data. Most term
recognition approaches relied on the crite-
rion of frequency of occurrence (Dagan and
Church, 1994; Daille et al., 1994; Justeson
and Katz, 1995). In this paper we are con-
cerned with the extraction of multi-word,
uninterrupted terms. We argue that the
frequency of occurrence as the only statis-
tical measure is not enough and propose an
alternative.

2 Term Recognition

A term is the “designation of a defined
concept in a special language by a lin-
guistic expression” (ISO, 1988). Terms
are strongly connected to the sublanguages
they occur, each of which has its own set
of concepts and is related to a particular
subject field. Sublanguages demonstrate
restrictions on the lexical, syntactic and
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semantic level. However, a general lan-
guage grammar and lexicon are not enough
for their description since sublanguages are
not just subsets of the general language.
We can sup up the importance of auto-
matic term recognition as follows:

1. the variety of applications (mentioned
in introduction).

2. the fact that new terms are con-
stantly created.

The terms, are ideally monoreferential:
a concept should be descripted by one
term only, and a term should describe only
one concept. However, this is not always
the case. Polysemy, homonymy and syn-
onyny make term recognition a difficult
task (Lauriston, 1994). As an example,
consider the following:

Head of the human body (medicine)
Head of a'tool (engineering

Head of a plant (botanology)

Head of a noun phrase (linguistics)

The availability of large scale corpora
influenced term recognition approaches,
which can be divided into 3 categories:

1. Linguistic approaches (i.e. using mor-
phosyntactic criteria)

2. statistical approaches (using statisti-
cal information from the corpora)

3. hybrid approaches (combining both
linguistic and statistical knowledge)

3 A Hybrid Approach

We have adopted a hybrid approach, com-
bining linguistic knowledge and statistics
since we cannot deny the importance of
both. Our domain of application is eye
pathology patient reports. We derived af-
ter examining the term formation patterns



the following simple grammar which acted
as a linguistic filter:

(ADJECTIVE | NOUN)*NOUN

This grammar should be eventually vali-
dated by the results of our technique. A
stop list was progressively build by examin-
ing the resulting lists of our measure. This
stop list acted as an additional filter over
the candidate terms.

Our statistical measure uses 3 factors:

1. the n-gram’s total frequency of occur-
rence in the corpus,

2. its frequency of occurrence in longer
(already extracted) candidate terms,

3. the number of these longer candidate
terms.

The importance of the first factor is that
technical terms tend to appear with rela-
tively high frequency of occurrence. We
must keep in mind though, that only fre-
quency of occurrence is no guarantee of ter-
mhood. The second and third factors exist
in order to prevent substrings of terms to
be erroneously extracted as terms due to
their high frequency of occurrence. Con-
sider the following:
soft contact lenses
hard contact lenses
contact lenses
soft contact
If we had relied simply on the frequency of
occurrence, then we would have extracted
not only soft contact lenses and hard con-
tact lenses as candidate terms but also con-
tact lenses and soft contact, since both of
the latter have at least the same {requency
as their supersets. In addition they are
both tagged as Noun-Noun.

The problem is that while contact lenses
should be extracted as a candidate term,
soft contact should not. When a substring
is a candidate term on its own? What is
important is the degree of independence

of the examined n-gram. Contact lenses
can occur in isolation, while this is not the
case for soft contact. If it does not ap-
pear in longer candidate terms, then it is
more probable of being a term on its own.
If it appears in longer, already extracted,
terms, then the higher the number of the
longer candidate terms within it occurs is,
the more probable it is for the substring to
be a candidate term on its own.

We use a measure, which is the combina-
tion of the three above mentioned factors.
We call this measure C-value. ‘

C-value(a) = n(a) — % (1)

" where

a is the examined n-gram,

n(a) is the total frequency of occurrence of
a on the corpus,

t(a) is the frequency of occurrence of a
in longer (already extracted) candidate
terms.

c(a) is the number of those candidate
terms.

In the case where a is not part of a longer
candidate term, then it is assigned

C-value(a) = n(a) (2)

It is straightforward that if a has the same
frequency with one longer candidate term
that contains a, it is assigned C-value(a) =
0 i.e. is not a term. We must keep in mind
though that the above factors describe
probabilities. That is, the measure at-
tempts to extract the most-probable-to-be-
terms n-grams, keeping both precision and
recall in relatively high values.

4 The Experiments

For our experiments we used a cor-
pus consisting of medical records on eye
pathology. The size of the corpus is
860,000 words. We tagged the corpus
using Brill’s part-of-speech-tagger (Brill,



C-value | String

2116.55 | OPTIC/J] NERVE/NN

1404.45 | FIBROUS/JJ TISSUE/NN

1201 ANTERIOR/JJ CHAMBER/NN
112967 | CORNEAL/JJ DIAMETERS/NNS
1013.55 | CELL/NN CARCINOMA/NN

974.85 LEFT/NNP GLOBE/NNP *

897.6 TEMPORAL/JJ SIDE/NN

890.818 | PLASMA/NN CELLS/NNS

863.755 | UPPER/NNP LID/NN

743.1 MALIGNANT/JJ MELANOMA /NNP
665 NASAL/JJ SIDE/NN

636.723 | LEFT/NNP EYE/NNP *

628.3 TRABECULAR/NNP MESHWORI /NNP
621.84 LID/NN MARGIN/NN

594.508 | RETINAL/JJ DETACHMENT/NNP

C-value | String

594.345 CORNEAL/JJ DISC/NNP

530.806 || BASAL/NNP CELL/NN

525.682 NERVE/NN HEAD/NN

523.88 BASAL/NNP CELL/NN CARCINOMA/NN
491.861 CELL/NNP PAPILLOMA/NNP

487.16 LEFT/NNP UPPER/NNP *

460 BASAL/JJ CELL/NN CARCINOMA/NN
440.607 LEFT/NNP UPPER/NNP LID/NN
439.875 || BASAL/JJ CELL/NN

415 HYALINE/JJ FIBROUS/JJ TISSUE/NN
1409.25 AXIAL/JJ REGION/NNP ‘
400.455 SUBSTANTIA/NNP PROPRIA /NNP
366.118 || BASAL/JJ CELL/NNP

360.5 WHITE/NNP NODULE/NNP

354.917 WHITE/NNP EXCRESCENCE/NNP

Table 1: First 30 n-grams extracted with C-value. * stands for non-term.

Threshold LACC. Precision I Recall I C-value Intervals | Interval-Precision
53 89.5% 76% 2197-53 89.5%
20 76.7% 80% 50-20 68.2%
13 72.9% 82% 20-13 63.4%
10 69.7% 83.4% || 13-10 60.0%
5 62.0% 89.2% | 10-5 48.5%
1 34.2% 90.5% || 5-1 33.4%

Table 2: Precision and Recall

1992). We have not retrained the tag-
ger yet. This will be required as our
corpus is in capital letters and there are
problems caused by that. From Ta-
ble 1 one can see that “BASAL CELL”
appears three times, as “BASAL/NNP
CELL/NN”, as “BASAL/JJ CELL/NN”
and as “BASAL/JJ CELL/NNP” spliting
the C-value of “BASAL CELL”, while it
should really appear once.

We first extracted the n-grams for
n=2,3,4,5. The length of the n-grams
though is variable. The output n-grams are
filtered such that only those that are sat-
isfied by the above grammar (and the stop
list) are passed to the second step which
is the calculation of the C-value for each of
these n-grams. The values for the longer n-
grams are calculated first. The extracted
n-grams, which are the candidate terms,

are sorted according to their C-value. Ta-
ble 1 shows the first 30 n-grams extracted.

The results were evaluated by a terminol-
ogist and domain-expert working on sam-
ples of the corpus and on samples of the
extracted list of candidate terms. We used
Precision and Recall for the evaluation of
the results. Precision is defined at the ratio
of the retrieved valid elements over the to-
tal number of the retrieved elements. Re-
call, as the ratio of the retrieved valid el-
ements over the total number of valid. el-
ements. These two measures were calcu-
lated for various thresholds of C-value. For
the precision both the accumulated. value
as well as that on C-value intervals were
estimated. Since both precision and recall
could not be calculated on the whole cor-
pus due to its size, we estimated these val-
ues using samples. Table 2 gives a sum-



mary. Column 1, is the threshold for C-
value. Column 2 is the Accumulated Pre-
cision, and Column 3 the Recall for these
thresholds, while Column 5 is the Preci-
sion for C-value being within the inter-
vals shown in Column 4. The place of
the threshold point depends on the user’s
application. It is straightforward that a
threshold set on high values increases the
precision but decreases the recall and vice
versa.

5 Related Work

Linguistic approaches to term recognition
arereported on work by (Bourigault, 1992;
Ananiadou, 1994; Spyns, 1994). Bouri-
gault’s LEXTER extracts noun phrases
which due to their grammatical struc-
tures and their place in maximal-length
noun phrases are likely to be terminologi-
cal units. Ananiadou implemented a com-
putational term formation grammar us-
ing a morphological analyser which recog-
nises monomorphemic, derived and com-
pound terms from the medical field of Im-
munology. Spyns implemented a large
scale category guesser for Dutch medi-
cal language (cardiology), making use of
non-morphological (endstring matching)
as well as morphological knowledge. The
above mentioned methods, lack of any sta-
tistical information gained from the real
data.

Three recent hybrid approaches are
those by (Daille et al., 1994; Justeson and
Katz, 1995; Dagan and Church, 1995).
Daille et al., use linguistic knowledge to
identify certain noun phrases, in English
and in French, which are likely to be
terms. Then, they apply different statisti-
cal scores to the candidate terms to extract
the terms. The statistical measure they
end up with is the frequency of occurrence.
The corpus consists of 200,000 words of
each language in the area of telecommu-

nications, and the terms extracted have
length 2 or more. Dagan and Church ex-
tract sequences of nouns that do not ap-
pear in a standard stop-list. The fre-
quency of occurrence produces the lists
of candidate terms; these lists are then
checked by terminologists. This approach
seems to have high recall since only a stop
list keeps words from appearing as candi-
date terms but it lacks in precision for the
same reason. Finally, Justeson and Katz
present a terminology identification algo-
rithm that is motivated by linguistic prop-
erties of terms. The candidate strings have
a frequency of 2 or more and are described
by a regular expression. Their method is
domain-independent.

6 Conclusions

In this paper we presented an approach
to extract multi-word, uninterrupted terms
from the medical field of eye pathology.
Our approach combines both linguistic and
statistical knowledge gained from the real
data. The linguistic knowledge is given on
the form of a simple grammar. The sta-
tistical measure though based on the fre-
quency of occurrence, deals with the prob-
lem of substrings of terms.

In future we are planning to tune the
grammar and stop list and add term for-
mation morphological:rules. We also plan
to change the parameters of the statistical
measure and evaluate the results. There-
fore, besides being more precise on the es-
timation of precision and recall (using big-
ger samples), we also expect to get better
results. Finally, we are going to apply the
method to some other field (i.e. market
reports).
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