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Abstract

Extracting person names in Japanese corpus is a crucial component of Named Entity
Extraction. This paper proposes a method to recognize person names in Japanese corpus.
We collected necessary syntactic information and wrote rules for the parser to recognize
person names. The basic method is if the Kanji character can be used in person names
or not to help to find a Japanese person name. Besides Japanese names, this method also
can be used for European and American names written in Katakana and other Asian
names written in Chinese characters. The F score got from an open set is 89.95%.
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1. Introduction

Named Entity (NE) Extraction is one of the
subtasks of the information extraction defined by
Message Understanding Conference (MUC).
Proper nouns have been defined as the seven
classes of Organization, Person, Location, Date,
Time, Money and Percent in the category of NE.
According to the recent research [1], 20.6% of all
named entities in Japanese documents are the
person names that are just less than the location
names. It means to extract person names from
Japanese documents is a very important task in
the field of Japanese named entity extraction.

We found that there are mainly three types of
person names often appear in modern Japanese
documents as follows:

1. Japanese person names:

ooooo

oooooo

oooooooo

oooooo oo

2. Other Asian names except for Japanese written
in Chinese characters.

ooooooo

Ooooooo

3. Person names written in Katakana, such as
American or European names.
00000 D0OO0Oooooo oo
o0Do000D0Oo0O0OOO0OODOOoOooo
doooooooooono
oo0OoO0OoDOooood
(The bold characters represent person names
in the examples above.)

We can find that the patterns of names in the
Japanese text such as the examples above are so
variable and diversiform and it shows the
difficulty of this work. There are a lot of family
names (including very rare names such as only
one or a few families have such names) and a lot
of given names (including very new names) in
Japanese. So it is impossible to list all names. At
the same time, names of foreigners such as types
2 or 3, which are even more various, also should
be taken into account.

There are only about 30 thousands of family
names and given names (including Japanese and
foreigner’s names) registered in the vocabulary of
Chasen2.0. Obviously it is not enough, so we can
often see such results:

gboooooobgo

oo + 0-0000-00
g +00-00

g +00-00

oo +00-00

RN +00-00gnb

U +0g-00-00

We extracted the person names from the part of
the corpus of Mainichi Newspaper ‘95 by
Chasen2.0. The result is as follows.

Truth | Result | Correct | Precision | Recall

2,062 | 1,834 1,429 | 77.92% | 69.30%

This result shows that we can’t get a very good
result only by morphological analysis and a
compensatory work is necessary.

There are statistic methods such as Maximum
Entropy, Decision Tree Learning [1] and Support
Vector Machines [2] to extract person names
from a corpus. Some methods based on
handcrafted rules also have appeared besides
these. In this paper, we introduce a new method
based on the Incremental Deep Parser using
syntactic rules to extract person names from the
result of Japanese morphological analysis. We
use different rules to extract person names for
those three different types.

2. Tools

a. Morphological analyzer

We use Chasen2.0 to segment Japanese text into
words.

b. Recognizing NE

We use Xerox Incremental Parser (XIP, [3]) to
recognize NE by applying syntactic rules and
lexicon registered in its vocabulary. The
emphasis of our work is to write proper rules for
XIP.

c. Post process for unsure results
We check the unsure result after the recognition
of NE with Perl scripts.

3. Boundary information of name

The family names of Japanese are often made up
of one to three Chinese characters (Kanji) except
for some very special cases that have 4 or even
more characters. On the other hand, Japanese
given names also often include one to three Kanji,
except that some use Hiragana instead of Kanji in
their given name.
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Family name | Given name
1 Kanji O O
2 Kanji 00 OO
3 Kanji ooQo ooo
4 kanji ooon -
Hiragana - ood

The length of a Japanese person name is from 2
to 7 or even more, so one of the natural ways to
find person names is to find out the left
boundaries and the right boundaries of family and
given names. We introduce what can be
boundaries of a person name in Japanese text as
follows:
A. Nouns that often appear around a person
name to stand for the status of the person such as
00 or 00O are efficient hints of person names.
So we attach feature “title” for such nouns.
e.g. ooooog
In this example, O O that has a feature “title” can
be a indicator that 0 00 O 00 is a person name.
B. Some titles such as 0 0 or O O can follow
some other words to combine a longer title,
e.g. good
Some single Kanji often can be a prefix (such as
O, O0) orasuffix (suchas 0 or O) of a name.
e.g. oooooooooo

ooooao
We attach a feature “title-prefix” or “title-suffix”
for the word, respectively. The following table
shows examples of words that have such features.

title-prefix title-suffix title

O O od

O O od

O O ooo

O O od

O O oooo
O O 00

JT O 00

€.0: HEAD ORGN NOUN ~ NOUN  NOUN

I I I I I

0 ooo 00 00 00
The example above is the result of a long title
after word segmentation, from which we can find
that noun, organization, nation , or place can be

u17d

components of a long title, so we attach the
feature “title-body” for these kinds of words.

We have rules to extract the long title that are
also effective to define boundaries of a name with
all the features introduced above. Next example
shows such a rule.

e.g. 000000000000

The result of word segmentation is:

a +H0+2+0 0 0-0000
+title-prefix

o000 +2+8+00-0000-00
+organization

0o +8+12+0 0 -00
+title

a +14+16+0 O -0 0O
+name-body

a +16+18+0 0 -0 00 0 -0 O -0
+name-body

g +18+22+0 0 -0 000 -00-0
+given-name

oo +22+26+00-00-00+
+nameid

The rule to construct the title is as follows:
longtitle = head[title-prefix:+] , ?*[titlebody] ,
noun(title]; nounltitle-suffix].

If one title-prefix is followed by zero or more
title-body and a title or a title-suffix, the sequence
is a long title. Using thisrule, 0000 OO can
be extracted and it also means that the left
boundary of the name 0O O O O is decided.

Some special characters besides titles usually can
be the right boundary of person names in
Japanese. The following table shows the list of
such words.

Nouns Auxiliary Punctuation

U U U
RN U U
U U U
U U U
goo —
RN
U

eg. 00000
000 o0ooao
000000000000
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The following elements can be a left boundary of
a person name
a)  Auxiliary words, such as 00 or [
b)  Punctuation.
eg0 OODODOOOOO
c) The beginning of a sentence
(Represented by “BOS”)
eg: BOSOOOOODOOOOO
gooooooobooooo
Symbol “BOS” will be attached in
front of every sentence during pre-
process.
d) Some common words composed by
two or more Kanji.
eg: UOOOOOOO OO
here noun O [0 is the left boundary of

a person name [0 0 00 [
We attached “name-Ib” to all words that can be a
left boundary while “name-rb” for a right
boundary

4. How to recognize person names

4.1 Recognizing Japanese hames

As the word segmentation software only has a
part of family names and given names in its
vocabularies as described earlier, many family
names and given names will be divide into pieces
if they are not collected in the vocabularies. The
followings are some cases:

e.g: FNAME GNAME NOUN  NOUN

I I I I
oo O 0O OO

FNAME NOUN  GNAME
I I I
0 O ooo

In the first case, given name [0 [0 was segmented
in error while in second case, family name (0 O
was also segmented in error.

So we must judge if a single Kanji is a part of a
person name or not. In the rules, we use “name-
body” to stand for a single Kanji.

It is difficult to cover all the possible family and
given names in Japanese, but the number of
single Kanji that can be an element of a family or
a given name is not so large. From 24037
Japanese family names, we extracted 1,990 Kanji
characters used for the first character of family
names and 1,600 for the last character. However,
from 59,183 Japanese given names, we extracted
5,550 characters for the first character of given
names and 4,030 for the last character. We
assigned features “flb”, “frb”, “glb” and “grb”
respectively for the segmented word as a single

Kanji character after word segmentation. They
mean that one Kanji can be the first or last
character of family or given name. Of course it is
possible that one kanji has more than one of these
features.
If a word has one of these features, it can be a
component of a name. Because O has feature
“glb” while O has “grb” in the first case with
the assistance of title O (I, we can decide 0 O is
a given name. However, in another example,

FNAME ~ GNAME NFCOM  PUNC

| | | |

o0 ooo O O
O has no feature “grb”, we can decide it should
be excluded. The abstract of the rule for this is as
follows:
name = | left-boundary| name-body [flb:+],
name-body+, given-name | right-boundary |.
+ “| left-boundary |” and “| right-boundary |”
mean the left and right context , they should not
be included in the recognized word.
* ”“name-body+” means one or more single Kanji
characters
+ If there is a single Kanji with feature “flb”,
and after it there is one or several single Kanji
followed by a given name between left and right
boundary, this sequence can be recognized as a
name.
Another important point we should notice is that
because many Japanese family name are same as
Japanese place names or nouns, many family
names are often segmented as place names or
nouns by word segmentation such as:
gooogoo

oo H0+4+00-0000-00-00

O +#+6+00-0000-00-0

O +6+8+0 0 -0000O

oo +8+12+0 0O -0 O +L2+FRB

A family name = [ was tagged as a place name.
So we must have the rules to correct those kinds
of errors as follows:

name = | left-boundary| family-name ( place-name) ,
name-body+, name-body[grb:+] | right boundary |.
+ " family-name (place-name)” means either a
family name or a place name is possible

We got the following results by the rules above:

SYMBOL NOUN NOUN  END
+ [ O + + +
| | | | | |
BOS PLACE GNAME NOUN  NOUN  EOS
+ + + +

| | | |
oo O 0O oo
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4.2 Extracting a foreigner’s name written
in Katakana

In Japanese, a foreigner’s name is written in
Katakana, which is one of three kinds of
characters in Japanese such as:

e 00000O0ODOOOOODODOOO

It is more difficult to collect the family and the
given names compared with Japanese names
because the length and format are more various
like the example above. So we suppose that the
result of word segmentation is even worse.

oo +00-0000

O +00-00-00

oo +00-00

oo +00-00

g +00-00

oo +00-0000-00-0
g +00-00

god +000

oo +00-00-00

The first name was segmented into two parts and
middle part is tagged as surname while the true
surname was tagged as “unknown”.

According to our method, the first step to find
this kinds of names is to find the first name and
the middle part if it exists, then go on to find the
last name.
If a first or a last name of a foreigner’s name
can’t be recognized, there will be two results:
The first one is tagged with “00 0 O ”, which is
represented as “unknown” in the rules.
The second one is to be segmented into pieces.
We found these pieces were smaller than 4
Katakana characters in many cases just like the
example above. The first name is divided into O
0 and 0 O. So we attach a feature “foreign-
body” to every Katakana word shorter than 4.
We can use the following rule to extract first
name and the middle part for the example above:
Foreign-left= |left-boundary| foreign-body+

| fc|.
« “foreign-left” refers to the left and the middle
part of the Katakana name
+ “fc” stands for the connector of name “00 ”
« “fc” also can be the left boundary of the name,
so this rule can be used to extract the middle part
of the Katakana name.

The following rule can be applied to recognize
the last name of the example above:

Foreign-right = [foreign-left, fc| unknown
[right-boundary|.
+ “unknown” stand for“0 0 O~
+ The right boundary can not be “fc”
There should be “foreign-left” and “fc” on the left.
It means that definition of the first name is crucial
for finding last name.

ST

gobdOOo0o0oOoO0OooOoooon

4.3 Recognizing a foreigner’s name

written in Kanji
Foreigner’s names such as the Chinese, the
Korean and the Vietnamese are represented by
Kanji in Japanese text. Because the format of the
Korean and the Vietnamese are similar with the
Chinese, we only use Chinese to explain.
Three-character names and two-character names
for the Chinese are popular. Both of them only
have one Kanji surname in the beginning such as:
ooo oo
O is a popular family name in the eastern Asia,
and itisthe surnameof O OO .

We have the vocabulary to include 365 Chinese

family names that cover 99% of family names
used in Chinese, and they also cover all the
family names from other Asian countries. We
use a feature “ch-fname” to tag these 365 Chinese
family names.
Because it is almost impossible for the given
name in a three-character Asian name to be a
meaningful word in Japanese, it would be usually
segmented into two single Kanji characters
during word segmentation.

g +00-0000-00-0+L1
a +00-00+L1
a +00-00+L1

oo +00-00+L2

Because the single Kanji in the result of word
segmentation is very similar to the result of
Japanese names, the feature “name-body”
introduced in 4.1 also can be used to represent
them.

So we can introduce one of rules for Asian names:
cname= | left-boundary | ch-fname, name-body,
name-body | right-boundary |.

We can extract the name O O O in the above

example by this rule. (O O is a title for Mrs. )
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5. Experiment and result

During our study, we used the corpus of Mainichi
Newspaper to train and test our system. After
correcting the errors of tagging by hand in four
documents 950101, 950115, 950110 and 950114, we
chose the first two for training corpus and used the rest
for testing. The results of them is listed in the
following table:

Result | Correct | Truth | P(%) | R(%)

J 542 504 | 528 | 93.0 | 955

Train | K 253 216 | 261 | 85.3 | 82.8
A 45 35 44 | 77.8 | 79.5

J 852 762 | 809 | 89.3 | 94.1

Test | K 369 313 | 398 | 84.8 | 78.6
A 28 17 22 | 60.7 | 77.3

* J: Japanese names
* K: Names in Katakana
e A: Asian names in Kanji

So the ground total of Mainichi Newspaper 1995 is as

7. Conclusion and Future work
We illustrated our work for person names that
uses the handcrafted rules on the Incremental
Deep Parser. The merits to use the linguistic
methods such as handcrafted rules are
(1) The rules capture the linguistic phenomena
that are generic in the language.
(2) The rules are understandable, reasonable
and editable for human
(3) The errors are obvious and good hints to
improve the rules
So we will identify errors that are not fixed yet
and improve the rules to reach better precisions
and recalls. It would be the good way to extend
this method for other named entities such as
organization names.
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