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Abstract With the increasing speed of computation and communication, new generation computers and networks
are aimed to support multimedia(MM) applications in addition to their existing responsibilities. Much research efforts
are presently involved in developing network protocols suitable for MM services through LAN and even Internet. The
present approaches are to reserve resources a priori , depending on the application’s requirements. Due to large size
and time sensitiveness of data, it is usually a hard task to deliver the services to the expectations of the users. But
the basic intention of the user, for the MM services, usually have a wide scope for tolerance and flexibility. If that
flexibility is correctly learned and exploited, it is possible to basically satisfy the user even with marginal resources.
More MM applications could be simultaneously accommodated by dynamically reallocating the resources, reevaluating
users intrinsic intentions as necessary. In this paper we are proposing an additional intelligent software layer, we call it

meta_application layer, to expedite this. This layer will intelligently ensure the optimum utilization of the resources.



1. INTRODUCTION

Users of network services, especially while using mul-
timedia applications like video-conferencing, usually face
disappointment due to delay, sluggishness and many other
problems [2]. Still it is a fun to see pictures with mails,
or listen voice over Internet. People are working hard to
realize these [3]. Heavy applications over network always
run under resource constraints. General feeling that with
high speed computers and communication networks be-
coming more common, these resource constraints will not
be there in future. But this is not true. More media inten-
sive applications will come, and due to growing popularity
more people will communicate jamming the network. The
constraint will continue whatever speed the computer or
communication system may reach. In this paper we are
looking for an overall solution to this problem.

When starting an application, the user bears some in-
tentions in mind. Application usually run at a level dif-
ferent from the User’s intention. On the other hand, most
of the time the applications run at a level of performance
which is acceptable or at least tolerable by the user. Also,
almost always the user’s specifications are either incom-
plete or not very strict.

Let us consider an interactive application, the ftp ser-
vice. The user’s implicit requirements are: (1) the file
should be transferred without any error (a strict require-
ment), and (2) the delay should be as small as possible
(a very filexible requirement). For the delay constraint,
neither the user puts some upper bound to the delay, nor
he wish to hinder the file transfer by putting strict upper
bound for the delay. If long delay is unavoidable due to
network congestion, the user is usually ready to accept the
situation.

The situation may be quite different in many other ap-
plications, where small bit errors are tolerable, but the
delay constraint is stringent. Especially in case of multi-
media applications there are many orthogonal as well as
interdependent dimensions of requirements. The differ-
ent medias have their own relative importances. In some
applications audio may be more important than video,
whereas it may be the reverse for other applications. Er-
rors are tolerated usually, but not necessarily. For motion
video the frame rate may vary over a wide range still satis-
fying the user. About many specifications the user himself
is not very sure.

With this picture about service requirement, let us now
turn towards the present researches in network architec-
ture to facilitate MM communication. The isochronous
continuous media like audio and video has the time dimen-
sion associated with the data stream. From the source i.e.
the generation point till it reaches the presentation i.e. the
sink point, the data undergoes through different interfaces

using different resources like CPU, fle system, the commu-
nication network. Statistical delay, noise, jitter etc. are
added to the data on their way. MM communication re-
searches are aimed to schedule the different resources such
that the data presented at the end point is still meaningful,
and as per the quality specified by the user’s requirement,.

MM communication are typically characterized as soft
real time systems demanding usually only a statistical
guarantee from the resource schedulers . Also, as retrans-
mitted packet is as good as lost, and lost or erroneous data
is not a disaster, lightweight protocol without acknowl-
edgement or retransmission is used. Missed deadlines are
as well not terminal conditions. All these soft features of
MM communication are usually being taken care of with
the existing schedulers like meta-scheduling or orchestra-
tion layer.

But these scheduling or management schemes are hard
in two ways,

1. They translate the user request to QoS requirement
without any considerations about the intrinsic flex-
ibility of it.

2. Once the schedule is complete for a session, the re-
sources are reserved for the whole session. Non-
realtime interactive or background processes are ac-
commodated when some resources are available be-
yond some threshold value after scheduling the MM
tasks. When a new request comes in, the scheduler
tries to accommodate it without disturbing existing
sessions.

Considering the following facts, we propose modifications
of this scheduling scheme. User’s intentions are express-
ible as a set of some flexible and some strict requirements.
There usually is a scope of variations in actual execution
of the application, still satisfying the user. At the same
time it is not necessary that a session should continue at
the same level of QoS throughout its life. Degradation
in quality to accommodate new user, or improving of the
quality due to lowering of traffic, within the range of user’s
flexible intention would improve the throughput of the re-
sources in one hand, and extend MM service more widely
on the other hand.

To help creating the infrastructure for the above pro-
posal, we explore the following two fields of researches.
Lots of researches are involved in dynamically creating
the most efficient protocol tree for the given service, in-
stead of the layered protocol suite, for increased efficiency.
From a large set of simple protocols, a complex but effi-
cient protocol tree is created. Underlying network archi-
tecture could also be dynamically modeled for the best
overall performance and efficiently using the available re-
sources. Thus lightweight communication protocol could
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be implemented whenever that suffices the communication
needs. Similarly, when a poor quality picture is satisfac-
tory to the user, a fast and high compression protocol in
the presentation layer may be used to save the channel
band width as well as CPU cycles.

In addition to the above, researches on how to sched-
ule the system resources to satisfy the QoS needs of MM
applications would also serve as a basis. These two could
serve as the basis or lower level structure for our architec-
ture. On top of these two, we add an intelligent interface
to generate the optimum QoS parameters for an applica-
tion, taking account of the softness of user’s request as
well as the dynamically changing status of the resources.
With every new session request or change from a running
session, there would be rescheduling including the existing
sessions.

The rest of this paper is organized as follows. Section 2
reviews some of the proposed architectures and features
for the network to accomplish multimedia communication.
In section 3 we present some important factors to be con-
sidered for multimedia communication that are lacking
in the present network architecture. Finally in section 4
we introduce our proposed protocol, the meta_application
layer. The structure and working of the proposed expert
system is explained in the two subsections of section 4.
Section 5 discusses some concluding remarks.

II. NETWORK ARCHITECTURES FOR MULTIMEDIA
COMMUNICATION

Applications running on computers can primarily be clas-
sified into time insensitive and time sensitive (interactive,
real time) applications. Also most of the present day ap-
plications need some communication support, as they ei-
ther use a distributed file system, a LAN or may be the
whole Internet. As more and more applications are loaded
to the systern and the network, the resources become more
and more constrained. The conventional operating system
and the conventional Internet protocol supporting point to
point best effort service is inadequate for this constrained
situation. With increase in number of applications, the
resource share per application goes down and running of
some applications become meaningless. One considera-
tion is very important: Some applications are sensitive to
QoS, and they need at least some basic level of QoS for
sensible performance. There are other important aspects
like multicast associated with multimedia communication
[6]. But this is not the main concern of this paper.

New architectures and service models are coming up to
accommodate these new application requirements of QoS.
There has been a widespread agreement that to accom-
modate the new multimedia applications the following ca-
pabilities are essential.

¢ Flow Specification: Before some application flood
the network with its voluminous data, the source
should specify to the network the traffic character-
istics of the data it will deliver. Also it would spec-
ify the service requirements of the application. Once
the network agrees to service this flow specifications,
the application could be launched.

e Resource reservation: Once the application hands
over the flow specification to the network, network
should check that the corresponding required re-
sources, like bandwidth and buffer, are available or
not. If available it should reserve those resources for
that application, and confirm the same to the appli-
cation. These resources are reserved till the end of
the session to ensure undegraded service during the
session.

o Admission Control: Not all flow specifications re-
quested by potential applications could be accom-
modated. Admission control is the algorithm which
determines, which flow specification to admit and
which one to deny.

Researchers are working on these different aspects. We
argue that this approach, though efficient as performance
is concerned, puts lots of restrictions on the applications.
We are going to discuss the lacuna of the above approach
in details in the next section.

11I. FLEXIBLE ARCHITECTURE AND ITS REQUIREMENTS

In the last section we have discussed about the present
trend of the researchers to modify the network architec-
ture to successfully accommodate the multimedia applica-
tions. We, on the other hand want to emphasize that, we
are forgetting many important features while proposing
the above network modifications. We list some of those
important factors as follows:

e It is felt that there is a big scope of flexibility be-
tween the intention of the user, and to the level to
which the application should run. As proposed in
the flow specification, the traffic and service char-
acteristics should be specified in the beginning to
the network, and to ensure uninterrupted service
the network would reserve those resources till the
end of the session. But this is not to the best of
all the users. Instead of reserving big chunks of the
resources on a first-come-first-serve basis, if the allo-
cation could dynamically be changed, it could bring
better justice to greater number of users. We should
keep in mind that, though to service the user’s re-
quests some system and network resources are de-
manded, they are in general very flexible in nature.
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That flexibility should be exploited, as the load on
the network varies.

Usually many of these new multimedia applications
involve more than one user. The service needs re-
sources at all the end users locations. Grabbing the
moving picture at a high rate, and transmitting it
to others would be a meaningless wastage of compu-
tation power and communication resources, if at the
other end due to lack of necessary resources those
data could not be processed. To avoid such a situ-
ation the participating ends should negotiate to fix
an optimum level of the application.

In the last section, by resource reservation and ad-
mission control, the level of a particular applica-
tion was fixed. But it may so happen, that dur-
ing the progress of the session, the user need to
change or extend his requirement. For example, a
session started with only audio may ask for still pic-
ture transmission. Or due to decrease in load, the
network could be able to deliver better service to
an existing session. Thus, it is required that the
network architecture should have dynamic interac-
tions with the users’ intentions, whenever there is
a change in the whole system, so that the applica-
tion could always run at a level which is optimum
as far as the system resources and users’ intentions
are concerned.

We propose in this paper the inclusion of a layer of pro-
tocol, above the application layer, to map user’s intention
to proper applications and protocols of the network. This
mapping or construction mechanism will affect all the sub-
sequent layers of the protocol right from the application
layer. The service level of the application, the compression
technique in presentation layer, even the communication
mode, reliable or unreliable, all would be intelligently and
dynamically set. We call this the meta.application layer.
The general outline of the working of this layer is described
in the following section.

IV. META-APPLICATION LAYER

Before describing the working of our proposed meta-
application layer, we will introduce some simple defini-
tions for clear expressions in the subsequent parts.

Definition 4.1 Let £ denotes the set of system re-
sources. This includes hardwares (CPU and file system)
and softwares (including protocol functions) resources.
These resources are mainly involved in executing the four
layers, from application to transport, of the 7-layer OSI
protocol. Thus

I ={01,02,.,0,,..}

Here, o,s denote the different components of .

Each component
o, has two parts < name. o,,value. o, >. The name
part identifies the component, and the value, represented
by a real or boolean number shows the actual level of the
resource, or denote whether a resource is available or not.

The information about the static as well as dynamic
part of the ¥ is available with the meta_application layer.

Definition 4.2 Similar to system resources, {2 denotes
the set of network resources. This includes resources in-
volved in the execution of the three layers of protocols
from network to physical, of the 7-layer OSI protocol. This
demarcation is not very important though, and the rea-
sons are indicated in the conclusion. Exactly as above,
have components denoted as

Q = {wy,wz,..,wo, ...}

As earlier, each w; has two parts, the name part and the
value part as < name_ wi,value. w; >. < name. w; >
identifies the component, and < value. w; > denotes the
availability of that component, denoted by a real number
or boolean.

Definition 4.3 The set of requirements from the users
is denoted by

R = {A1, A, Aiy o}

where A; denotes requirement from user i. Now this user
requirement A; may have several components like audio,
video etc. We denote them as As. Therefore,

Ai = {Xin, Aizy ey Aij}

As we have discussed, A;s and therefore the );js are usu-
ally flexibly defined i.e. the user’s intentions are not very
strict or even clear. To run a particular A;, we have to
map different A;;s to the proper o,8 and w,s. Or, in other
words, we have to set up proper combination of o,s and
w,s. It should be done optimally for the present situation.
If some changes occur, like arrival of a new service request
or closing of a session, the mapping of A; to o,s and w,s
is to be reconsidered for the maximum utilization of the
resources to the benefit of the maximum number of users.

Definition 4.4 When applications are running, they
use some of the system and network resources. For ac-
tual execution of A;, the involved system resources are
denoted as {p}, pb,...., pi, ..}, and the network resources
as {v, 4}, ..., v, ..}. Obviously, for every instant of time,
we can write

Pf- <o

i=all users
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and similarly,
i
Vi <wn

>

i=all users

‘We propose that, with the occurrence of any change, there
should be consideration for a rearrangement of these al-
locations. This would be done at the meta.application
layer, for the optimum utilization of the resources, and
satisfaction to the maximum number of users.

Definition 4.5 We now define the state S as
I=<L,QR>

The three components of & express some constraints.
They are either from the scarcity of the resources or con-
straints set by the user i.e. demands for resources for the
intended service. Satisfying all the constraints set up by
the three terms, our problem is how to find the proper set
of ps and vs.

Suppose initially there is no user application running,
and all the resources are actively waiting, and suppose we
call it Q,. The state & changes as and when new service
requests come, or there is some change in the available
resources. The protocol of the meta_application layer finds
the corresponding optimum values for ps and vs. Then
allow the application to run at that level.

This transition of state may even be due to some user
wanting to change his/her present service level. As an
example, an user may like to upgrade the audio level
from speech to CD quality. Less likely causes are the
failure of some route or node or hardware. Whatever it
be, meta_application layer protocol takes care of that to
maintain a graceful service level.

As the most frequent changes are expected from ®, and
they are most flexible in character, in the next section we
discuss them in more details with examples. Also we pro-
pose a framework for the design of this meta_application
layer.

A. Ezpressing Flezibility in User’s Requirement

We will first discuss how the user’s requirements could be
expressed such that their flexibility could be described.

Users requirements are in general not so strict. We
begin with some examples and then express them more
formally.

Let us again consider the simple case of fip service.
The transmission error should be nil, and the delay up to
certain point, say 3 mins is completely acceptable. Let
also suppose that delay beyond 15 mins is unacceptable.
It can be expressed formally as,

(de finition ftp;
(error =0) .

(delay : (Omins 1) (3mins 1) (15mins 0))

The second line of the fip definition says that error should
be 0. The third line defines the acceptable delay. Different
values of the delay comes with a factor, we call it accept-
ability factor. Delay of Omins has acceptability factor of
1. 3mins delay also have acceptability factor 1. When the
delay is 15mins or more, the acceptability goes to zero.
This acceptability factor is used to express the fuzziness
of the user’s requirements. The acceptability factor could
change linearly, or according to some other continuous or
discontinuous function. It could always be presentable
with some expressions, though it may be a little more
complicated than the above.

As another example, suppose for a particular service,
the user is ready to spent some particular amount of
money. He says that up to $2/min is completely accept-
able, and beyond $5/min is completely unacceptable. This
can be expressed as,

(definition my_service;
(error = ...)

(cost (80/min 1) ($2/min 1) (85/min 0))

A little more intricated requirement, like band width
for audio communication. Similar to the above, it can be
expressed as,

(de finition audio;

(bad (16 .5) (24 1);
good (32 .5) (64 1);
excellent(64 .5) (96 1);

)
)

Depending on the type of requirement, many varieties of
expressions could be possible, and they could be formed
in a nested fashion for compound requirements. The de-
tail is not of importance for this present paper. A large
set of those definitions would be present as a knowledge
base in the meta_application layer. It could serve as de-
fault values when the user only empirically mentions his
requirements, like “I need good quality sound”. In fact at
many occasions the user is not even conversant of how to
precisely describe his intentions. The expert user, on the
other hand, should be allowed to specify his requirements
more precisely. It should also be possible that the user
could upgrade his/her requirement during the running of
the session e.g. want to play a CD record to his/her friend
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instead of just talking.

As the user requirement, the system and network re-
sources could also be expressed, and stored as facts in the
meta_application layer. They are usually more crisp than
fuzzy, and more static in nature. But these facts also may
go through changes, for exampie when there is a failure.

B. Working of Meta_Application Layer: Stailes and
transitions

As stated earlier the state S is but a collection of facts.
Some of the facts describe the system resources X, some
describe the network resources €2, and the rest describe
the users requirements. A few empirical examples could
be as follows:

A; := audio = good. %User i wants audio at good level
LINK(X,Y) := Band Width = 1Gbps %1Gbps Link
% exist between nodes X and Y

There are several such facts in a state, and a change or
transition of state means there is a change in the facts.
Mostly the changes would arise from the users’ requests,
but not necessarily.

In every state, the facts actually describe some resource
constraints and users’ demands. Corresponding to every
such state, there is an optimum level of distribution of
resources to the different applications. When the state
changes, these allocations usually need to be rearranged.
Due to this state transition we may have to change the
level of running of a service, but within the limits speci-
fied by the user’s intentions. Thus, until a session finishes,
the original facts for the users specifications should be re-
tained. While changing the state, and therefore reallocat-
ing the resources, some rules have to be satisfied. Some
of the simple rules would look like:

Total BW allocated between nodes X and Y <
BW available between X and Y

Cost of dif ferent services of fered to an User <
af fordable cost as declared by the user

There may be more complicated rules with if —then con-
structs, and rules may come with some certainty factors
(fuzzy rules). The detail of those are more implementa-
tional and beyond the scope of the present paper.
Summerizing the above discussions, it is now evident
that the proposed meta_application layer would be an ex-
pert system. With every change it would try to figure
out optimally the allocation of the resources to different
applications. For some change it may fail to get a solu-
tion satisfying all the rules. It may reject the change (in
case of some service request) or it may declare emergency

(in case of failures). This uppermost intelligent layer, im-
plemented by an expert system, would have the overall
control of the network.

V. CONCLUSION

In this paper we have described the idea of the
meta_application layer to dynamically allocate network re-
sources for optimum utilization. It is felt that there is a
long way between this idea and the actual implementa-
tion of it. But at the same time it is true that many of
the important ingredients are already there contributed
by earlier researchers [5] [4].

It is true that when there is a change, there may be
small interruption in a running session. Frequent of such
would be disastrous and should be avoided.

Though there is no real reason behind it, we have sepa-
rated the system and network resources. The idea comes
from the implementation considerations. For a step by
step implementation, we can start with system resources
first, and in the next step could include the network re-
sources too.
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