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We discuss how to take checkpoints in object-based systems. If some object is faulty, not only the

object but also other objects which have received messages from the object are required to be rolled back

to the checkpoints. An object-based consistent (O-consistent) checkpoints are semantically consistent in
the object-based system while inconsistent with the traditional message-based definition. We also present
an asynchronous algorithm for taking O-checkpoints.
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1 Introduction

Distributed applications are composed of mul-
tiple autonomous objects cooperating by exchang-
ing messages through communication networks.
On receipt of a request message with a method op,
opis performed on an object o and'a response mes-
sage with the result of op is sent back. The method
op may invoke methods on other objects, i.e. in-
vocations of methods are nested. The conflicting
relation among the methods is defined based on
the semantics of the object o [4,15]. If a pair of
methods op; and op, conflict, the state obtained
by performing op; and op; depends on the com-
putation order of op; and op;.

In order to make the system fault-tolerant, each
object o takes a checkpoint where the state is
saved in the stable storage log. If the object o
is faulty, o is rolled back to the checkpoint and
then the computation on o is restarted. If o is
rolled back, objects which have received messages
sent by o have to be rolled back so that there is
no orphan message [2], i.e. message sent by no
object but received by some object.

Papers [1,2,6,8-10,14] discuss how to take glob-
ally consistent checkpoints in the message-based
systems. Koo and Toueg [6] present synchronous

- protocols for taking checkpoints and rolling back
processes. Leong and Agrawal [8] present the con-
cept of significant requests, i.e. the state of an
object is changed by performing the request. If
the object o is rolled back, only objects which

- have received significant requests sent by o are
also rolled back. Thus, the number of objects to
be- rolled back can be reduced.  However, in the
object-based systems, different types of messages,
i.e. request and response messages are exchanged

among the objects. In the significant requests,
the transmissions of requests and responses are
not considered and invocations of methods are not
nested.

The authors [13] define object-based consistent
(O-consistent) checkpoints which can be taken
based on the conflicting relation among the meth-
ods in various kinds of invocations like syn-
chronous and asynchronous one even though it
may be inconsistent with the traditional message-
based definition. Higaki [5] discusses an asyn-
chronous checkpointing protocol in the message-
based system, where processes a asynchronously
not only take checkpoints but also are restarted.
In this paper, we discuss how to take O-consistent
checkpoints in an asynchronous manner by ex-
tending the Higaki’s algorithm to the object-based
system.

In section 2, we first present the system model.
In section 3, we discuss the influential messages
and define the object-based checkpoint. In sec-
tion 4, we show a protocol for taking O-consistent
checkpoints.

2 System Model
2.1 Objects

A distributed system is composed of multiple
objects. Each object o is defined to be a pair of

a data structure and a collection of methods. On
receipt of a request message m with a method op,

op is performed on o. Then, the response message
with the result of op is sent back. In this paper,

we consider a synchronous invocation, i.e. remote -

procedure call (RPC). The method op may invoke

methods on other objects, i.e. invocation of op is

nested. : .
A message m is lost iff m is sent but not re-
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ceived by some destination object and m is not
in the network. If m is logged in the network,
the receiver of m can take m again from the log.
A message m is an orphan iff m is received but
not sent in the system. Chandy [2] defines a con-
sistent global state to be one where there is no
orphan message. Here, it is not discussed what
information each message carries. Hence, the sys-
tem is referred to as message-based.

2.2 Types of methods

Let op(s) denote a state obtained by applying
a method op to a state s of an object 0. opj.op;
means that a method op; is performed after op;y
completes. ) )
[Definition] A pair of methods op; and op; of an
object o are compatible iff opy.opa(s) = opz.op1(s)
for every state s of o [4]. O
op; and opy conflict iff they are not compatible.
The conflicting relation among the methods is as-
sumed to be specified in the definition of the ob-
ject o.

An object o supports two kinds of abstract
methods, ie. update type of method which
changes the state of o and non-update method.
For example, deposit of a Bank object is an up-
date method and check is a non-update one. In
this paper, we assume that the types of the meth-
ods are specified in the definition of the object.

A message m participates in a method op if m
is a request or response of op. Let Op(m) denote
a method in which m participates. An object o;
sends a request m; of a method op; to another
object oj. On receipt of m;, op; is performed
on oj. Let op! denote an instance of a method
opg, 1.e. computation of opi in 0. The object o;

gsends a response my of op; to o;. Here, m; and
m, participate in op}, ie. Op(myi) = Op(m;) =
orh.

3 Object-Based Consistent Check-
points

We discuss an object-based consistent check-

point which can be taken from the objects point of

view but may not be consistent with the message-

based, definition. We do not assume that the com-
putations of the objects are deterministic.

3.1 Message-based checkpoints

An object o; takes a local checkpoint ¢ where
the state of o; is stored in the log I;. If the object
o; is faulty, o; is rolled back to the local checkpoint
¢* by restoring the state stored in the log l;. Then,
other objects have to be rolled back to the check-
points if they had received messages sent by 0;. A

global checkpoint c is a tuple {cl, ..., c®) of the -

local checkpoints. From here, a term checkpoint
means a global one. If o; sends a message m before
taking c* but o; receives m after taking ¢/, m is
an orphan. The checkpoint c is consistent if there
is no orphan [2] at ¢. This definition is referred
to as message-based consistent checkpoint. In
Figure 1, an object o; sends a message m to o;.
In Figure 1(1), the checkpoint (cf, ¢/) is consis-
tent with the message-based definition. In Figure
1(2), (c*, ¢} is inconsistent because m is an or-

phan. Papers [1-3,10] discuss how to take consis-
tent checkpoints in the message-based system.

time

(1) Consistent (2) Inconsistent
: checkpoint

Figure lvaessa.ge-bé.sed checkpoints.

Leong and Agrawal [8] discuss the concept of
significant requests. For example, if a request m
is write in Figure 1, m is significant. If o; is rolled
back, o; has to be rolled back. However, o; is
not rolled back if m is read. In the object-based
systems, request and response messages are ex-
changed among the objects. In addition, methods
are invoked in a nested manner.

3.2 Influential messages
Suppose a method op} in an object o; invokes
op, in another object o;. Figures 2 shows a pair of

possible local checkpoints ¢i and c}l to be taken

in the objects o; and o;, respectively. Here, let
j(op?, ¢') be a set of methods which (1) precede

op’ and (2) succeed a local checkpoint ¢’ or are
being performed at ¢ in o;. Suppose ;(op}, ¢})
= {op},, ..., opy} in Figure 2.

O; 4]

time
Figure 2: Possible checkpoints.

We discuss whether or not each checkpoint {c%,
c}) can be taken in the object-based system. A
checkpoint ¢ = (%, ..., c") is object-based con-
sistent ( O-consistent) iff every object o; can be
rolled back to the local checkpoint ¢! and then
can be restarted from ¢* from the object point of
view. The O-consistent checkpoint ¢ may be in-
consistent with the message-based definition. For




[os | 05 ] Conditions ]
c’:l AR opl'is non-update.
[ ci*, ¢} op), is non-update.
A i op}, is non-update and no,

ck method in 7; (op, &)
conflicts with opl,.
cp, &* op} is non-update.

Table 1: O-consistent checkpoints for Figure 2.

example, the checkpoints (¢}, &) and (c}, c}) are
message-based inconsistent in Figure 2. If op?‘, is
non-update, the state denoted by c’ is the same
as r:’ and (:7 That is, (cl, c") and (cl, c’) show
the same state as (c}, c}). (ci, c}) is consistent
with the message-based .definition because there
is no orphan. Hence, (ci, ¢}) and {c}, ¢}) are
O-consistent. If op; is update, (c%, ¢}) is not O-
consistent because op"2 has cha.nged the state at
c7 If o; is rolled back to ci, op; is undone. Sup-
pose that o; takes cl, where op], is partially per-
formed. op; is required to be undone, i.e. aborted

while other methods being performed at ¢ may
not have to be undone.

There are two kinds of checkpoints, i.e. com-
plete and incomplete ones. Suppose the object o;

is rolled back to the O-consistent checkpoint c}‘ If
¢} is complete, the state of o; is just restored. If ¢,

is incomplete the methods being performed at ";;
have to be undone. However, no method invoked
by the methods is required to be rolled back since

the methods are non-update. Hence, (¢, &) is
O-consistent where c} is incomplete. {c}, d ) and
(ci, &) are also O-consistent.

Let us consider checkpoints (c}, 071) (c, cb),

and (04, (:;) which are message-based inconsistent.
If op; is non-update, c’ denotes the same state as
c’ since op‘; does not change the state. Hence, {ck,
c;) is O-consistent since (c§, c}) is message-based
consistent. Here, suppose that opé is read and
there is some write op;h preceding op; and follow-
mg c’ opg reads data written by op;h Hence,
¢ denotes a state different from c,. If no method
following ¢} and preceding op) conflicts with ovl,
op), sends the same result even if opl, is performed
before opg1 Hence, if ap{, is non-update and no
method in the set of requests =; (op}, ¢ ) conflicts
with opl, (ci, ¢}) is O-consistent. (c}, c) is also

O-consistent. {ci, c}) is O-consistent where d is
incomplete.

The checkpoint including a local checkpoint cg
is similarly discussed. The checkpoints (c%, ¢}),
(i, &), and (ci, c}) are also O-consistent.

Table 1 summarizes the message-based incon-
sistent but O-consistent checkpoints, where check-

points marked * are incomplete if op}, is being per-
formed.

Following the points discussed in this section,
we define influential messages as follows.

[Definition] Suppose that ng sends a message m
to op! in an object o;. Let ¢! be a local checkpoint

most recently taken by the object 0;. The message
m is influential iff one of the following conditions

-1s satisfied: -

1. If m is a request message, a method Op(m)
(= op}) is update.

2.fmisa responsé message, Op(m) (= op;)
is update or some method in m;(Op(m), )
conflicts with Op(m).

If a method op; is undone, only methods receiving
influential messages from op; are required to be
undone,

[Definition] A global checkpoint ¢ = {c?, ..., ¢*)
is object-based consistent (O-consistent) iff there
is no orphan influential message at ¢. O

For example, if qp% is update in Figure 2, the
checkpoint (c§, c}) is not O-consistent since m,
is influential. Otherwise, (c}, c}) is O-consistent.
The O-consistent checkpoints may be inconsistent
with the message-based definition. However, the

objects can be rolled back to and be restarted from
the O-consistent checkpoints.

4 Checkpointing Protocol

‘We discuss an asynchronous protocol for taking
checkpoints among objects. In the asynchronous
protocol discussed by Higaki [5], each object o; ini-
tially takes a local checkpoint ci. Here, a check-
point (c3, ..., c3) is consistent. After taking a
local checkpoint ¢i_,, o; autonomously takes a
succeeding local checkpoint ci. Then, o; sends a
message n marked checkpointed to another object
o;. Here, suppose that a local checkpoint c},_, is
taken in 0; and (ci_;, ¢J,_,) is consistent. On re-
ceipt of m, the object o; takes a local checkpoint
ci, which saves the state of o; which is just before
receiving m. Then, suppose o sends a message m
to another object or. m is marked checkpointed.
oy, takes a checkpoint in the same way as 0;. In the
object-based checkpomtmg, o; does not take a lo-

cal checkpoint ¢, if (ci, ¢/, _
discuss how o; decides if (c}, ¢/,

1)1 is O-consistent. We
_1) is O-consistent.

Each time an ob_]ect o; sends a message m, a
sequence number sq is incremented by one. In ad-
dition, a subsequence number ssq; is incremented
by one if m is sent to an object 0;. The message
m carries the sequence number m.sq and the sub-
sequence numbers m.ssq = (m.ssqy, ..., M.85qn).
An object 0; manipulates variables rsql, ey TSGy
and 7ssqy, ..., 738g, to receive messages. On re-
ceipt of m frorn 0;, 0j receives m if m.ssq; = rssq;.
Then, rssq; := rssq; 4+ 1 and T8¢ 1= m.sq + 1.

If 0; takes a local checkpoint ¢}, the checkpoint

number cp; is incremented by one, i.e. t = cp;.
The message m which o; sends to o; after taking



¢l carries the checkpoint numbers m.cp = (m.cp1,
.., m.cp,) where m.cp; = cp;. m also carries
the receipt sequence number m.rq = (m.rqy, ...,
m.rq,) where m.rq; = rsq;, (k =1, ..., n). Here,
m.rq; shows a sequence number of messages which
o0; receives from o; just before taking the local
checkpoint ¢f.
_On receipt of m from o;, the object o; finds
a set M; of messages mj,, ..., m;,. which o; had
sent to o; after taking the current local checkpoint
¢l _,. Here, mj, .sq is smaller than m.rq; [Figure
3]. The messages are requests or responses. A
message m;, in M; is influential if the following
conditions hold:
If m;, is a request, m;, .op is update.
2. If m;, is a response, m;, .op is update or con-
flicts with some update method in 7;(m;, .op,
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Figure 3: Checkpoints

If at least one of the messages m;,, ..., m;, is
1nﬂuent1a,1 the object o; takes a local checkpomt
c’ showmg a state of just before receiving m. Oth-
erwise, o; does not takes a local checkpoint. If o;
takes a checkpoint ¢/, the checkpoint number cp
is incremented by one in oj. Messages sent by 0j
after ¢f, are marked checkpointed.

Suppose that there are three objects o;, 0j, and
or. The object o; initiates the checkpoint proce-
dure. o; sends a checkpointed message m, marked
to o; after taking a local checkpoint ¢*. o; takes

a checkpoint ¢/ on recelpt on m;. Then, o; sends
a checkpointed message m; to o;. On receipt of
mj, ok takes a checkpoint c*. Then, o; sends a
checkpointed message my to o;. o; does not need
to take a checkpoint because (¢, ¢/, c*) is a con-
sistent checkpoint. If o; takes a checkpomt here,
the object o;, 0;, and o cannot stop the check-
point procedure. In order to resolve this problem,
o; sends a checkpointed message with the check-
point numbers. Each ci taken by o; has a sequence
number n‘o(c;'). Each time o; takes a local check-
point, o; increments a checkpoint number by one.

Here, a variable cp; shows a checkpoint number of
0;. ¢p; shows a checkpoint number of 0; which o;
knows. On receipt of a checkpointed message m

from o;, cp; := m.cp; in o; if cp; < m.cp;. Then,
o; sends a checkpointed message with cp = (cp;,
..; €py) after taking a local checkpoint. If ep; >
m.cp;, 0; does not take a checkpoint because o;
has already taken a checkpoint initiated by o;.

5 Evaluation

We evaluate the object-based consistent (O-
consistent) checkpoint protocol in terms of the
numbers of O-consistent checkpoints and influen-
tial messages. We make the simulation on the
following client-server environment:

1. There are n server objects oy, ..., 0, in the
system.

2. One client object initiates transactions, pos-
sibly concurrently. Each transaction issues
randomly one method to the server object.

3. Each method invokes randomly methods in
other objects. The maximum level of invoca-
tion is three. The level is randomly decided
when a transaction invokes the method.

4. Every pair of non-update methods are com-
patible but every update method conflicts
with every other method.

5. One server object, say oy, initiates the check-
point procedure every time some number cn
of methods are computed

Here, let P, denote a probability that a method
invoked by o; is non-update. Let Cy(n, P, cn)
and Co(n, Py, cn) be the numbers of local check-
points taken in the traditional way and the O-
consistent checkpoint, respectively, for the num-
ber n of server objects, the probability P, of
the non-update methods, and the checkpoint fre-
quency cn. Let My(n, P,, cn) and Mo(n, P,,
cn) be the numbers of messages transmitted in the
traditional way and the O-consistent checkpoint,
respectively, for n, P, and cn.

In the simulation, the client object issues 800
methods. In Figure 4, the straight line shows the
ratios Co(n, 0.5, 2)/Cn(n, 0.5, 2) and the. dot-
ted line indicates Mo(n, 0.5, 2)/My(n, 0.5, 2)
for n iven P, = 0.5 and cn = 2. That is, 50%
of methods invoked are non-update. The check-
point procedure is initiated each time every two
methods ‘are invoked in o0;. Figure 4 shows that
the number of checkpoints to be taken can be re-
duced by taking only the object-based consistent
(O-consistent) checkpoints. - For example, only
60% of traditional checkpoints are taken in the
O-consistent checkpoint if there are seven server

‘objects, i.e. n =T.

In Figure 5, the straight line shows -Co(5, P,
2)/Cn (5, P, 2) and the dotted line shows Mo (5,
P,, 2)/My(5, Py, 2) for P,, n = 5, and en = 2.
The more non-update methods are invoked, the
fewer number of influential messages are transmit-
ted and the fewer number of checkpomts are taken
in the O-consistent checkpoint. -

‘Figure 6 shows Co (10, 0.8, en)/Cn (10, 0.8, cn)
and Mo(10, 0.8, ¢cn)/ My (10, 0.8, cn) for cn given
n = 10 and P, = 0.8. That is, 80% of the methods
are non-update.. Figure 6 shows that the number




of checkpoints taken by the server objects are not
increased even if the checkpoint procedure is more
often initiated. This means that the objects which
are required to be more available can often initiate
the checkpoint procedure. .
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Figure 4: O-consistent checkpoints and influential
messages for n.
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Figure 5: O-consistent checkpoints and influential
messages for P, (n = 5).

6 Concluding Remarks

We have discussed how to take object-based con-
sistent (O-consistent) checkpoints which can be
taken from the application point of view but may
be inconsistent with the traditional message-based
definition. We have defined influential messages
on the basis of the semantics of requests and re-
sponses where the methods are nested. Only ob-
jects receiving influentjal messages are rolled back
if the senders of the influential messages are rolled
back. The O-consistent checkpoint is one where

—5]—
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Figure 6: O-consistent checkpoints and influential
messages for cn (n = 10).

there is no orphan influential message. We have
presented the asynchronous protocol for taking
O-consistent checkpoints where every method is
synchronously invoked. By the evaluation, we
have shown fewer number of checkpoints are taken
in the O-consistent checkpoint than the message-
based checkpoint. We have shown how much we
can reduce the number of checkpoints to be taken
if each object takes only O-consistent checkpoints.
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