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ABSTRACT: In this paper, QOS control of continouous multimedia communication system under heterogeneous
environment by the wired and the wireless networks is proposed. In our suggested system, as channel coding, FEC
(Forward Error Correction) method with Reed-Solomon coding is introduced to reduce the packet error rate on the
wireless network. On the other hand, as source coding, transcoding methods including transformation of various
video codings such as M-JPEG, MPEG and Quicktime, controls of Q-factor within a frame, frame rate and color
depth is introduced to maintain the required QOS, particularly the end-to-end throughput. The increases of the
required bandwidth by redundant packet addition with FEC can be suppressed by the transcoding functions while
the packet error rate is reduced to the accepted value. In order to verify the functionality and the efficiency in our
suggested system, numerical simulation was carried out. As the result, our suggested system by combination of
transcoding and FEC could correct the packet error rate with accepted order while maintaining the frame rate and
the amount of data transform at a constant.
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LINTRODUCTION

In recent years, various multimedia services like mul-
timedia conference system, streaming video, and VOD
services have been realized by the development of the
high speed and broadband of networks. Not only the
present wired networks, such as Cupper-based LANs,
optical fiber networks, or CATV-based networks but also
wireless and mobile networks, have been used to hetero-
geneous network environments where the bidirectional

multimedia communication is realized beyond the limits
of time and space. Then, the usage of the heterogene-
ous network by the wired and wireless networks makes
us to expect the realization of new applications like the
advanced traffic system, the disaster prevention system,
and the adhoc network system. However, the wireless
network has essential problems as follows:

1) network bandwidth is not sufficient.

2) packet delay is large



3) the bit error, namely packet error is high,
compared with wired networks. Those problems cause
difficulties for seamless communication through the
wired and wireless networks. As example, current popu-
lar wireless network such as IEEE 802.11b with 2.4GHz
and 11Mbps provides the packet loss by the bit error over
wireless and causes service quality degradation when the
communication distance is larger than a couple of Km or
obstacles are existed between communicating stations.
On the realtime bidirectional communication by the au-
dio/video, the delay and jitter on packet arrival at the
receiver make the realtime communication very difficult,
eventually conducts the service quality degradation. To
avoid these problems, it is necessary to introduce
end-to-end QoS (Quality of Services) guarantee mecha-
nism into the heterogeneous network environment.
Moreover, if the reliable protocol like TCP is applied, the
delay time due to retransmission for the lost packets
would be increased, eventually the realtime communica-
tion would become difficult.

In order to solve those problems, we introduce, a new
dynamic QOS control method based on the combination
of channel coding and transcoding. As channel coding,
FEC (Forward Error Correction) with Reed-Solomon
coding is used while various transcoding methods are
used.

First, our suggested system can dynamically control
the FEC redundancy to enable bidirectional realtime
video communication and to reduce the packet error rate
under the heterogeneous environment where the wired
and wireless networks are interconnected. The packet
error rate is periodically observed at the receiver side and
feed backed to the sender side when the error rate varied.
‘The number of redundant packets for error correction in
the unit time is determined by observing packet error rate
and the desired packet ecrror rate. The FEC with
Reed-Solomon coding is applied to both data packets and
redundant packets at the sender side and the calculated
packets are sent to the receiver side. The receiver side
recalculates whether the packet error happened or not. If
packet error happened, then error correction process is
executed. Thus, the length of FEC redundancy is dy-
namically controlled to maintain the actual packet etror
rate at a constant on the end-to-end communication.

Next, transcoding method as source coding is intro-
duced to provide stable end-to-end multimedia service
quality between the wired and wireless networks.
Transcoding can control the required network throughput
even the FEC method generates additional redundant
packet transmission and increases the required commu-
nication bandwidth. The transcoding is executed by the
system functions by changing Q-factor, frame rate, color
depth and pixel resolution at the sender side, and trans-
forming the video formats coding like from/to Motion
JPEG or MPEG-1, 2, 4. Here, the controls of Q-factor,
frame rate, and the transform of video format are dy-
namically fitted by the corresponding to change the net-

work bandwidth and the user resources.

The reminder of this paper is organized as follows.
The next section provides system configuration of inter-
connected wire and wireless networks. Section 3 intro-
duces our suggested system architecture for QOS control
of realtime multimedia communication system. Section 4
explains various transcoding methods which are consid-
ered in this paper. Section 5 explains the error recovery
method by FEC and it dynamic control. Section 6 deals
with simulation and its results for a simple prototyped
network system to verify the functionality and perform-
ance of the suggested system. Finally section 7 presents
the conclusions.

2. SYSTEM CONFIGURATION

The multimedia communication services network cur-
rently assumed in this paper is organized by integration
of wireless network such as IEEE 802.11b (2.4GHz,
11Mbps) and the wired network based on an optical fiber,
as shown in Fig. 1. This interconnected network is con-
structed by fixed hosts (FH) like desktop typed personal
computers, and mobile hosts (MH) like notebook typed
personal computers.

- Fig. 1 The Heterogeneous Network by the Wired and

Wireless Networks

FH and MH have video cameras and video capturing
functions to facilitate realtime TV conference system or
net meetings. The wired and wireless networks are
interconnected by a base stations (BS) which performs as
gateway functions. Therefore, FH and MH can commu-
nicate with each other in both directions by end-to-end
manner.

However, since the interconnected network is con-
sisted of the wired network which is based on sufficient
resource environment and the wireless network which is
not, especially because of the higher packet error rate
due to the bit error rate on wireless environment, the
end-to-end audio/video communication services cause
service quality degradation. Therefore, when real time
bidirectional communication by the audio/video is
implemented using the interconnected network, the
quality deterioration over audio/video streams due to the
delay and jitter on packet arrivals at the receiver make
the realtime communication very difficult. In order to
solve these problems, it is necessary to introduce novel



these problems, it is necessary to introduce novel func-
tions to guarantee end-to-end QoS in audio/video com-
munication system through the wired and the wireless
networks, as introduced in the next section.

3. SYSTEM ARCHITECTURE

The system architecture of our suggested video
communication system is based on the peer-to-peer
model and is organized by the media coordination sys-
tem (MCS) [5] which consists of three layers, including
the synchronization layer, the data transform layer, and
the media flow control layer between the application
layer and the transport layer in the OSI reference model
to realize end-to-end QoS guarantee as depicted in Fig 2.
The synchronization layer performs inter/intra media
synchronizations in between audio and video frames.
The media transform layer performs transcoding func-
tions including transformation of a video coding to an-
other one, such as from/to Motion JPEG to/from
MPEG-1, 2, 4, changing Q-factor, frame rate, color depth
and pixel resolution at the sender side. The controls of
Q-factor, frame rate, and the transform of video format
are dynamically fitted according to change of the user
resource environment, such as CPU load and memory
buffer occupancy. The media flow control layer per-
forms variable packet flow control and packet error de-
tection and correction functions according to dynamic
change of traffic load conditions of the computers and
networks resource environment.

MCS is furthermore vertically divided into four planes
such as the user plane, the QoS maintenance plane, the
control plane, and the stream management plane by re-
ferring ATM architecture and adopted QoS-A model of
_ Lancaster university [8]. In the user plane, synchroni-
zation function between different media, such as audio
and video streams, data transform function between dif-
ferent media attributes, media flow control for both con-
stant and variable bit rate transmission for video/audio
streams are performed. In the control plane, connection
establishment/release of the media streams and QoS re-
negotiation are maintained. In the QoS maintenance
plane, each entity for video/audio services is responsible
for the fine-grained monitoring and maintenance of their
associated protocol entities. In the stream management
plane, the most suitable QoS parameter values on each
protocol values on each protocol layer are determined
according to the user’s QoS requirements, characteristics
of the source media data, output device attributes, and
available computing and network resources.

In this research, it is especially important how MCS
deal with packet error by the rate of bit errors occurred
on the wireless networks, and perform new recovery
control functions in a media flow control layer. In order
to realize the above functions, the packet error rate is
periodically measured at receiver side in the media flow
layer as follows.
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Fig. 2 System Architecture

If the packet error rate exceeds the permissible value,
the measured value would be feed back to the media
flow control layer of the sender side. Then the control
function to keep the packet error rate under the permissi-
ble value would be carried out by

1) changing the value Q factor (Compression rate)

2) changing the frame rate by sub-sampling the in-
termediate frames

3) changing the video coding scheme

4) changing the color depth

5) Changing the pixel resolution

Also, as mentioned in the following section, the in-
crease of the number of the transmitted packets per unit
time between the data transform layers in both hosts by
FEC redundancy when the burst error in bit transmission
occurred can be kept constant by the same way during
video communication service.

4.TRANSCODING

As mentioned in the previous section, the assumed
end-to-end communication was realized by the introduc-
tion of transcoding. As typical network environment,
wireless side doesn’t have sufficient resources like the
available bandwidth although the wired side does. Here,
in order to realize the seamless end-to-end communica-
tion, the control system of Q factor of intra frame, frame
rate control, and the transform of video coding were in-
troduced for our transcoding between wired and wireless
side.

Q-factor (Quality factor) is a number to generate quan-
tization tables for intra frame and determines the degree
of compression rate in M-JPEG and MPEG video
streams. That is, the video quality was transcoded by
the controlling Q-factor between wired and wireless
networks, depending on the host and network conditions.

Secondly, video frame rate is also controlled according
to the user’s requirement and resource conditions. In
case of Motion JPEG any frames are simply
sub-sampled to adjust to the desired rate. In the case of |
MPEG video which is consisted of a number of group of
pictures (GOP). Furthermore, one GOP is consisted of I,



B, P-pictures for inter-frame prediction and has mutual
relation to each video frame. It is obvious the priority
of I-picture is the highest and the priority of P-picture is
higher than the B-picture, because I-picture is required to
predict the P- and B-pictures and P-picture is required to
predict B-pictures. Therefore, when sub-sampling of
the MPEG frames is required, some of B-pictures are
sub-sampling first, then P-picture and finally I-picture
depending on the host and network load conditions.
Besides, the transform of video coding was adopted
among one coding to another such as Motion JPEG,
MPEG-1, 2 4, H-261, -323 or Quicktime, etc.

By these transcoding, it is possible to maintain the traf-
fic constant even if the FEC redundancy is increased or
the condition of network characteristics is changed.

5. ERROR RECOVERY BY FEC

In the environment where a certain amount of packet
error is allowed like this research, FEC is considered to
be the very effective method when focusing on the im-
portance of a time-critical characteristic. Compared
with ARQ (the Automatic Repeat reQuest) which is a
method to repeat transmitting the error or lost packets,
FEC which carries the additional redundant data by the
error correction code has the smaller calculation time
during the recovery than the packet delay time by ARQ.
Reed-Solomon (RS) coding as the FEC code was intro-
duced to the media flow control layer in our system ar-
chitecture as indicated in Fig 3.
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Fig. 3 Reed Solomon Coding

When the number of the RS coding packets is set as n
and the data packets set as k in a unit time, RS coding
has the capability to correct n-k error packets when the
position of the bit error in a packet is known. When
many packet errors occur more than n-k pieces among »
packets, the error probability after RS coding and re-
covetring processes can expressed as,

O

Here, e presents the rate of the packet error between
the transmitted and receipt hosts. Since k£ is known

n
] n-t
E= ) ,Cé(-e)

i=n—k+1
value, E is determined by the value of n. If E is calcu-
lated for various cases of # in advance, target error rate
can be calculated. Thus the error recovery power of RS
coding is determined by n. Therefore, the packet error
rate can be kept within the admissible value below by
measuring e periodically, then calculating the E using
formula (1) for the measured e and various », and by
feeding back the value of » which is equivalent to the
admissible error rate E.

Even though the unexpected packet error may ran-
domly cause beyond the predefined packet error rate,
those packet error rate is periodically measured at the
receiver side and suitable length » of RS coding packets
can be calculated and dynamically feed back to the
sender side. Therefore, the dynamic redundancy con-
trol for to maintain the packet error rate at constant can
be attained.

6. SIMULATION

The numerical simulation was evaluated in order to
verify the functionality and effectiveness of our sug-
gested video communication system. The prototyped
system of this simulation is shown as Fig 4.

Fig. 4 The Prototype of the Simulation
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100Mbps Ethernet was used as the wired network and
IEEE802.11b wireless LAN (2.4GHz, DSDD, 11Mbps)
was used as the wireless network. Then, the real time
video data with speech by man by Motion JPEG (average
compression rate = 1/15) of 320x240x30fps was trans-
mitted to each other. The numerical values of video
source are shown in Table 1.

Assuming the network environment of wireless LAN
dynamically changes, the packet error rate was abruptly
changed from 10 to 0.5. In this condition, we would
like to recover the packet error rate up to 10 by applying
FEC method. By adding three FEC packets to ten video
packets of 1500 bytes, the packet error could be recov-
ered to 10°°.



Video Format Coding Motion JPEG
Frame Size 320x240
Frame Rate 30fps
Color Depth 3byte(Full Color)
Average Compression Rate 1/15

Speech by Man
3.68Mbps(for1/15)

Video Scene
Network Bandwidth

Observed Packet Error Rate 0.5~1.0E-6
Required Correct Packet Error 1.0E-6
Maximum End—-to—End 3.68Mbps
Compression Rate(Q—factor) 1/5~1/40
Frame Rate 1~30fps

Table 1 The Numerical Values of Video Source

In the case of PentiumlIIl 800MHs as the host com-
puters at sender side, the calculation time for a generat-
ing FEC packet was less than 0.004 seconds from actual
measurement. Moreover the calculation times for the
error correction at receiver side were 0.09 seconds, 0.11
seconds, and 0.14 seconds for the cases of one, two, and
three packet errors respectively. The packet error rate
with 10 is equivalent to one error for every 1000 pack-
ets. On the other hand, on the assumed video data
transmission, about (3.68x10%/ 1500/8=307packets/sec)
307 packets are transmitted in 1 second. Therefore, the
error correction of Motion JPEG video will be performed
about every (1000/307=3.26sec) 3.26 seconds. Al-
though 0.09 seconds will be spent to correct packet error
during 3.26 seconds. This means that the extra time for
packet correction within 1 second is equivalent to 0.027
second. This value is smaller than 0.033( for 30
frame/sec) and the frame rate is not degraded by the
packet correction time with FEC method.

On the other hand, although the amount of the trans-
mitted video data per unit time is increased 30 percents
by transmitting of ten video data packets and extra three
FEC packets, the amount of video data can be kept the
same, for instance, by changing compression ratio
(namely, Q-factor) of Motion JPEG from 1/15 to 1/20.
Therefore, by combining the transcoding function of
video data at data transform layer and the FEC function
for the packet error in media flow layer, the rate of a
packet error can be improved while keeping the same
amount of the frame rate and that of the transmitted data
even though the change of wireless network resource
environment gets worse.

As the second consideration, the packet error rate for
different number of data packets ( K=10, 20, 30) with
different additional FEC packets was calculated to clear
how the FEC packets can improve the original error rate.
Fig.5 depicts the relation between the number of FEC
packets in x-axis and the improved packet error rate in
y-axis when the original packet error rate is 0.2. Fig.5
shows the corrected packet error rate after FEC as the

number of the FEC packets increases for three different
the number of data packet for video stream when the
observed packet error rate is fixed at e=0.2. Obviously,
the corrected packet error rate can be improved as the
number of FEC packets increases. It is also said that
when the number of data packet for video stream k in
unit time is smaller, the number of the required redun-
dancy packets could be smaller to maintain the same
admissible error rate 10
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Fig.5 Simulation Result (1)
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Fig.6 Simulation Result(2)
Corrected Packet Error Rare after FEC

Fig.6 shows the corrected packet error rate after FEC
when the actual packet error rate increase.It is found that
the corrected packet error rate after FEC can be main-
tained under 1.0E-6, although the total number o f
video data increases as actual the packet error rate in-
creases. This increase of the total data for video data can
be reduced by video data control method.
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When Q-factor is controlled
Fig.7 shows the required bandwidth for video data
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Fig8. Simulation Result (4)
When frame rate is controlled

Fig.8 shows the required bandwidth for video data
when the frame rate video is controlled while Q-factor is
constant.

Obviously the bandwidth can be maintained within the
original rate, 3.68 Mbps although the frame rate de-
creased.

Through those simulation results, the required band
with can be maintained at all most constant even though
the packet error rate dynamically changed using the
combination of packet error rat¢ control method and
video data control method.

7. CONCLUSIONS

In this paper, we introduced a bidirectional realtime
video communication system such as a TV conference
under the integrated network by the wired and wireless
networks. We proposed the transcoding system by
Qfactor, frame rate (GoP), and the transform of video
coding, and the system which provide the best quality of
video service by the combination of the packet loss con-
trol function by FEC, the video compression control, the
frame rate control, and the resolution control even if un-
der the environment where the calculation capability or
network resources are changed. Then, the simulation was
carried out to verify the functionality and effectiveness of
our suggested system. The results showed the calculation

Fame fps

time of the data correction was 0.09 seconds during 3.26
seconds, and it is almost negligible. Therefore realtime
video communication can be attained as long as video
coding Motion JPEG can be carried out in realtime on
the host. This is the effective communication method
especially in wireless LAN environment, and it enables
the seamless communication by the interconnection with
the wired and wireless network. At last, the experimenta-
tion of the real-time communication method in the con-
dition of delay or jitter is planned as a future study.
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