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RSVMRD: Bandwidth Reservation with Multiple-Route Detection
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For supporting multimedia data transmission with QoS requirement through a computer network, bandwidth
reservation is invoked before starting transmission. Here, bandwidth in every communication link on a trans-
mission route from a source computer to a destination one is reserved. Many protocols only reserve bandwidth
on an already detected route. Some other protocols combine routing and bandwidth reservation for achieving
higher probability of successful reservation. However, it is difficult to complete bandwidth reservation with high
traffic in the network. This paper proposes a novel reservation protocol with which multiple transmission routes
are used to achieve required bandwidth. Our protocol RSVMRD only searches suitable routes in a bounded
part of a network which is achieved by an adhoc routing protocol MRAODV.
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1 Introduction

Recently, due to highly developed network technol-
ogy for achieving broadband communication such as
ADSL, FTTH, giga-bit ethernet technology, satellite
communication and so on, a number of computers con-
nected to the Internet is continuously increased and
multimedia messages carrying not only text data but
also picture, voice, sound and video data are trans-
mitted. Sometimes these messages are required to be

transmitted in realtime manner. In the case of trans-
mission of multimedia messages, since these messages

are larger and are required to be transmitted accord-
ing to QoS requirements such as limitted transmission
delay and message loss ratio, bandwidth on commu-
nication links along a message transmission route is
reserved before starting transmission and is released
after finishing it. However, bandwidth of all commu-
nication links in the network get not uniquely wider

and the network consists of communication links with
various remainder bandwidth. On the other hand, re-

quired bandwidth by users (network applications) also
changes from time to time and topological distribu-
tion of bandwidth requirement is also not even. Hence,
variance of bandwidth not yet reserved for other com-
munication becomes larger. Since available end-to-end
bandwidth from a source computer to a destination
one is limitted by the minimum avaliable bandwidth
along the transmission route, probability of successful

bandwidth reservation gets lower. In order to reserve
enough bandwidth for requirement of a network ap-
plication, communication between computers are real-
ized not by only one message transmission route but by
combination of multiple message transmission routes.
This paper proposes a novel bandwidth reservation
protocol RSVMRD which satisfies required bandwidth
by combination of multiple transmission routes. Here,
by detection of multiple transmission routes in ad-
vance, computational complexity and communication
overhead for bandwidth reservation are reduced.

2 Related Works

RSVP (Resource Reservation Protocol) [3] is one of
the most widely used protocol for bandwidth reserva-
tion in the TCP/IP Internet. In RSVP, a destination
computer Cy determines required bandwidth for mes-
sage transmission from a source computer C. First, a
bandwidth request message is transmitted from C; to
Cs. Then, on receipt of the bandwidth request mes-
sage, Cs transmits a bandwidth reservation message
along the reversed transmission routes to Cy. Each
router on the route reserves required bandwidth for
message transmission from Cs to Cy. Since only one
message transmission route according to routing ta-
bles in intermediate routers configured by a routing
protocol is applied, if bandwidth reservation along the
route is failed, it is impossible to reserve bandwidth
between a source and a destination computers until
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bandwidth reserved another message transmission is
released. On the other hand in protocols proposed
n [1,2,4-7], route detection and bandwidth reserva-
tion are simultaneously achieved. If multiple routes
are available from C; to Cy, probability for satisfying
required bandwidth gets higher than the case where
only one route is detected. However as discussed in the
previous section, since various bandwidth is provided
by communication links, required bandwidth changes
from time to time and bandwidth requests are un-
evenly distributed, difference of bandwidth not yet
reserved in communication links in the network gets
larger. In the consequence, it becomes more difficult
for one message transmission route to provide required
bandwidth for transmission of multimedia messages
that requires larger bandwidth than conventional data
messages. However, by using multiple transmission
routes simultaneously, it gets possible to achieve re-
quired end-to-end bandwidth. For example in Figure
1 (a value included in a pair of parenthesis represents
bandwidth not yet reserved for other communication
in Mbps unit), for requirement for 8Mbps multimedia
message transmission, it is possible to reserve 8Mbps
bandwidth in each router along a message transmission

route ((Cs, R4, R5, Rg, Cq)).

However in Figure 7?7, it is impossible to sat-
isfy requirement for 8Mbps bandwidth reservation
from a source computer Cs to a destination one
Cy4 by using only one message transmission route.
The available maximum bandwidth through one mes-
sage transmission route from Cj to Cy is 5Mbps in
((Cs, R4, R5, R6,C4)). Hence, communication from
Cs to Cy is realized by combination of multiple mes-
sage transmission routes for achieving required band-
width. In figure 2, by reserving 5Mbps bandwidth
along a route ({(Cy, Ry, Rs, Rg, C4)) and 3Mbps band-
width along another route ((Cj, Ry, R2, R3,Cy)), to-
tally 8Mbps end-to-end bandwidth is achieved.

It is difficult to configure multiple routes distribut-
edly for satisfying required bandwidth since remainder
bandwidth in a communication link not yet reserved by
other communication is kept by a router from which
the communication link is issued and it is not possi-
ble for a source computer to get the remainder band-
width in advance. That is, since a source computer
does not get bandwidth in all communication links
in the network not yet reserved by other communi-
cation in advance, by using a distributed reservation
method, even though enough bandwidth is not yet re-
served, it might be possible to reserve only bandwidth
less or to reserve much more bandwidth than required
one. On the other hand, if remainder bandwidth of
all communication links in the network is kept in a
dedicated server computer, each time bandwidth is re-
served or released, control messages are required to be
exchanged with the server computer. It requires higher
communication overhead and the server might become
a bottleneck in the network. Hence, on being required

to reserve bandwidth for transmission of multimedia
messages, remainder bandwidth information in every

communication link in the network is gatherred to a
source computer. By using the gatherred bandwidth
information, a source computer calculates and judges
whether it is possible to reserve enough bandwidth on
multiple message transmission routes or not by using
the labeling scheme. Then, the source computer deter-
mines a set of tuples of a communication link for which

bandwidth is reserved and bandwidth to be reserved
on one of the multiple message transmission routes for

satisfying required end-to-end bandwidth.

Now, we show a naive centralized protocol to reserve
bandwidth on multiple message transmission routes
from a source computer to a destination one by gather-
ring remainder bandwidth which has not yet reserved
by other communication in whole the network (more
strictly speaking, in a network consists of all routers
that is reachable from a source computer) to a source
computer C'.
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Figure 1: Bandwidth Reservation along One Transmis-
sion Route.

Requried bandwi
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Figure 2: Bandwidth Resenvation along Multiple
Transmission.

[Centralized Protocol]

1) A source computer Cs sends bandwidth informa-
tion request messages to all routers each of which
is reachable from C; by multi-hop message trans-
mission. Here, when a router Ry, receives the
first bandwidth information request message from
another router Ry,, Rgown registers Ry, as its
upstream router. Then, Rg,wn sends copies of
the received bandwidth information request mes-
sage carrying an identifire of R, to all neighbour
routers to which Ry, directly transmits a mes-
sage. On receipt of the bandwidth information
request message, R, registers Ry, as its down-
stream router. Hence, a spanning tree whose root
is Cy is configured.

2) Every router R; which is a leaf of the span-
ning tree, i.e. which has no downstream router,
transmits a bandwidth information reply message
which carries a set of tuples [(R;, R;), B(g, r,)] for
every communication link (R;, R;) from R; to a
neighbour router R; where B(g, g;) is bandwidth
not yet reserved for other message transmissions
to its upstream router.

3) If a router R; which is on a branch of the
spanning tree receives bandwidth information re-
ply messages from all its downstream routers,
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R; transmits another bandwidth information re-
ply message which carries all the tuples carried
by the received messages and a set of tuples
[(Ri, R;), B(r,,r;)] for every communication link
(R, R;) from R; to a neighbour router R; where
B(r;,r;y is bandwidth not yet reserved for other
message transmissions to its upstream router.

4) By receiving bandwidth information messages
from all downstream routers, Cs achieves infor-
mation of bandwidth not yet reserved for other

communication of all communication links in the
network. By applying the labeling scheme based

on the information, C; calculates and achieves
reservation request, that is, a set of tuples
[<R’i7Rj>7RB(Ri,RJ')] where RB(Ri,Rj) is band-
width to reserve in a communication link (R;, R;)
are determined. Cy transmits a bandwidth reser-
vation message carrying the set of tuples along to
communication links included in the set of tuples.
Each router R; receiving the bandwidth reserva-
tion message reserves bandwidth RB g, g;) for a
communication link (R;, R;) issued from R; and
sends a copy of the bandwidth reservation mes-
sage along (R;, R;), i.e. to a neighbour router R;.

Required computational complexity in the labeling
scheme is O(NL?) where there are N routers and L
commuication links in the network. In addition, while
C; gathers remainder bandwidth information and in-
forms reservation request to intermediate routers, all
routers in a network should block another request
for bandwidth reservation. Hence, higher computa-
tional complexity and longer blocking time should be
avoided.

3 RSVMRD Protocol

In order to solve the problem discussed in the
previous section, this paper proposes a novel band-
width reservation protocol RSVMRD (ReSerVation
with Multiple Route Detection). RSVMRD is designed
based on MRAODV (Multiple-Route Ad hoc Onde-
mand Distance Vector) protocol [8] which is a multi-
ple route detection protocol in a mobile ad hoc net-
work. Here, by applying a procedure of MRAODV
protocol, multiple candidates of message transmis-
sion routes from a source computer to a destination
one are detected distributedly. Then, a source com-
puter gathers information of remainder bandwidth of
communication links only included in the above de-
tected message transmission routes and calculates and
achieves reservation request in a centralized manner.
Thus, RSVMRD is a hybrid reservation protocol of dis-
tributed route detection and centralized calculation.

In a computer network composed of a set R =
{Ri1,...,Rpn} of routers R;, a message transmission
route R7 from a source computer Cy; to a desti-
nation one Cy with required bandwidth B,.,. If a
router R; communicates with another router R; di-
rectly, i.e. without an intermediate router, R; is a
neighbour router of R;. Every communication link in
the network is bi-directional (or symmetric). That is,
if message transmission from a router R; to its neigh-
bour router R; along a communication link (R;, R;)
is available, opposit message transmission from R; to
R; along the link is also available. Now, consider

a case that R7 consists of only one message trans-
mission route 7°¢ = ((Cs = R§%,... R = Cy)).
Here achieved end-to-end bandw1dth from C, to Cy

B(RT) = B(r*%) = min;—,... » 1B§§;£Rl“> where
Bﬁg‘;R“l) is bandwidth not yet reserved for to other
communication in a communication link (R;, R; + 1).
As discussed in the previous section, it is possible not
to satisfy R(RT') > Byeq-

Links

—-
Candidates routes

Figure 3: Candidate Transmission routes.

Thus, by configuring R7 with multiple message
transmission routes 7¢¢ (i = 1,... ,N — 1), achieved
end-to-end bandwidth becomes B(RT) = B(r*?) =

min;—o,... r—1 B,(,fsit’Ri“) and probability for satisfying
B(RT) > Byeg gets higher. In this case, in an
achieved message transmission route 7*? = ((Cy =
R ... R = (C,)), a router R; never appears at
most one time. In addition, if a communication link
(R;, Riy1) is included in 7, a reversed communica-
tion link (R;41, R;) is never included in r*¢. Hence,
in order for a router R; to be included in a message
transmission route r*?¢, the following condition should
be satisfied:
[Condition]
Let r*" and 7' be message transmission routes from a
source computer Cs to an intermediate router R; and
from R; to a destination computer Cy, respectively. If
R; is an intermediate router on a message transmission
route from Cy to Cy, there is at least one pair of 7** and
‘d where communication links VI € 7% and VI’ € ri¢

connect same pair of routers and thier directions are
different. O

By omitting routers that do not satisfy the above

condition and communication links connected to the
routers from calculation of the labeling scheme, com-

putational complexity and communication overhead
for determining bandwidth reservation request are re-

duced. This is because such routers are on a sub re-
verse path that never connected to another sub reverse

path and removed in a cut off procedure in MRAODV
as shown in Figure 3. In addition in MRAODV, mul-
tiple message transmission routes are achieved by con-
necting neighbouring two branch routes of a spanning
tree achieved by a flooding of a control message is-
sued by a source computer. Here, direction of an ad-
ditionally used communication link for connecting the
neighbouring two branch routes is surely from an up-
stream router to a downstream one. Hence, detected
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message transmission routes never contain a commu-

nication link directed from a downstream router to
an upstream one as shown in Figure 4. Therefore,

MRAODYV detects shorter message transmission routes
and difference of length of detected multiple message
transmission routes get smaller. Due to detection of
shorter message transmission routes, transmission de-
lay of multimedia message transmission is reduced,
i.e. higher realtime property is achieved, and due to
achieving smaller difference of length of detected mul-
tiple message transmission routes, reduction of jitter
and required reception buffer is achieved. If difference
of length of detected multiple message transmission
routes gets larger, difference of required message trans-
mission delay also gets larger and more receipt buffer
for ordering the received messages is required.

Figure 4: Longer Transmission Route in Centralized
Protocol.

[RSVMRD Protocol]

Let FL*! and BL*® be sets of forward and backward
links configured in a procedure of MRAODV 8] for de-
tection of multiple message transmission routes from a
source computer Cs to a destination one C;. Here,
each router R; holds a set BL{? C BL*? of backward
links (R;, Ryp) from R; to its upstream router R,
a set FLIY C FL*? of forward links (R;, Raown) from
R; to its downstream router Ry, and bandwidth

Ri,R, .
Bﬁes‘t i) not yet reserved for other message transmis-
sions in a communication link (R;, R;) issued from R;

to a neighbour router R;.

(Destination Computer Cy)

1) A destination computer Cy sends bandwidth in-
formation aggregation messages to all its up-
stream routers R, where (Cy, Ryp) € BLY (and
to a source computer C; if (Cy,Cs) € BLS?).

(Router R;)

1) R; receives a bandwidth information aggregation
message from its downstream router R, Wwhere
(Ri, Raown) € FL:? (or the destination computer
Cy where (R;,Cy) € FLi%))

2) If R; receives bandwidth information aggrega-
tion messages from all its downstream routers, R;
sends copies of another bandwidth information ag-
gregation message which carries all the bandwidth
information included in the received bandwidth
information aggregation messages and bandwidth

information [(R;, Raown), Bﬁg’t’RM”] for all com-

munication links (R;, Rgown) to its downstream

router Rgiown where (Ri, Riown) € FL:? (and

bandwidth information [(Ri,C’d),Bﬁg’t’Cw] for a
communication link (R;, Cy) to Cy if (R;, Cy)
€ FL{%) to all its upstream routers R,, where

(Ri,R.p,) € BL?.

Figure 5: Bandwidth Information Aggregation Mes-
sages.

(Source Computer Cy)

1) A source computer Cs receives bandwidth infor-
mation aggregation messages from its downstream
routers Rggw, where (Cy, Ryown) € FL:? (and a
destination computer Cy if (Cy, Cy) € FL:).

2) If Cs receives bandwidth information aggregation
messages from all its downstream routers Rgown
where (Cs, Rgown) € FL? (and a destination com-
puter Cy if (Cs,Cy) € FL:?), Oy calculates the
maximum bandwidth B, from C; to Cy by ap-
plying the labeling scheme based on bandwidth

information B‘Fi )

pest carried by all the received
bandwidth information aggregation messages.

3) If Bpmaz < DBreg, even if messages are trans-
mitted through multiple message transmission
routes detected by MRAODYV protocol, requied
bandwidth cannot be achieved. Otherwise, i.e.
if Braz > DBreg, by using a remainder graph
in the labeling scheme, a set of reservation re-
quests [(Ri,Rj),BéfJ’RP] for a communication

link (R;, R;) where BiE R represents band-
width to reserve are determined. Then, Cj
sends bandwidth reservation messages carrying
a set Ry, = Ui,j[(Ri,Rj),quﬁ’v’Rﬁ] of reser-
vation requests to downstream routers where

CssRaoun .
[(CS)RdOUJTL))BT(’eS’U ¢ >] € Ry (and Cy if

[(Cs, Ca), Bl ©] € Ryy).

(Router R;)

1) R; receives a bandwidth reservation message car-
rying R, from a router R,, where (R;, Ryp) €
BL:? (or a source computer Cy if (R;, Cs) €
BL:%). If R; has already received another band-
width reservation message from R, , # R,, where
R, € BL$% R; skips the following steps 2) and

2) R; reserves bandwidth Bﬁg’U’RM") in a
communication link (R, Raown) where
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[(R’H Rdown)yB’S‘eﬁi;Rdmn)] S Rsv- In addition, R,
updates B{(Ei-Rawn) ¢ B(Ri:Raoun) _ gl Rioun)

3) R; sends copies of the received bandwidth reser-
vation message to its downstream router Rgown

where [(RiaRdown>aBagfsz1;Rdow”>] € Rgy (OI“ Cy if
[(Ri, Ca), B 9] € Ryy).

O

Figure 6: Bandwidth Reservation Messages.

(Destination Computer Cy)

1) C4 receives bandwidth reservation messages
from its upstream mobile computers R,, where

[(Rup, Cd); Bagelz?/p’cd] € Ry,. O

4 Evaluation

In this section, we show some simulation results in
order to evaluate performance of the proposed proto-
col RSVMRD compared with the centralized proto-
col discussed in Section 2. Here, we evaluate numbers
of required control messages for reservation of band-
width and required time duration since initiation of
RSVMRD protocol until start of transmission of ap-
plication messages.

Table 1 shows comparison results of computational
complexity, numbers of control messages and required
time duration for reservation. Here, N is a number

of routers in_a network reachable from a source com-
puter by multi-hop message transmission, total num-

ber of uni-directional communication links in the net-
work of the N reachable routers is 2L (a bi-directional
link between two neighbour routers is counted as 2
in this case) and the maximum hop count in the N
reachable routers is D. In addition, n is a number of
routers included in at least one of the message trans-
mission routes from a source computer C, to a desti-
naStion one Cy detected by MRAODYV protocol, total
number of uni-directional communication links in at
least one of the detected routes is [ and the maximum
hop count from Cs to Cy along one of the detected
transmission routes is d. Finally, n’ is a number of
routers included in at least one of message transmission
routes on which bandwidth is reserved, total number
of uni-directional communication links on which band-
width is reserved is I’ and the maximum hop count
from C; to Cy along one of the message transmission
routes on which bandwidth is reserved is d’. Due to
usage of the labeling scheme, computational complex-
ity in RSVMRD is ani? + 3 and one in the central-
ized protocol is 4anL? + 3. In RSVMRD, 2L + 2n
control messages are transmitted for MRAODYV proto-
col and ! bandwidth information aggregation messages

and !’ bandwidth reservation messages are transmit-
ted. Hence, totally, 2L + 2n + [ + I’ control messages
are exchanged in RSVMRD. On the other hand, in
the centralized protocol, 2L bandwidth information re-
quest messages are transmitted in flooding issued by a
source computer, NV bandwidth information reply mes-
sages are transmitted to gather remainder bandwidth
information to C, and I’ bandwidth reservation mes-
sages are transmitted to reserve bandwidth. Hence,
totally, 2L + N + I’ control messages are exchanged
in the centralized protocol. Finally, D + d, d and d'
are required for MRAODYV, transmission of bandwidth
information aggregation message and transmission of
bandwidth reservation message, respectively. Hence,
D + 2d + d' time duration is required in RSVMRD.
On the other hand, 2D and d' are required for the
centralized protocol to transmit bandwidth informa-
tion request messages and bandwidth information re-
ply messages, respectively. Hence, totally, 2D +d' time
duration is required in the centralized protocol. In
all the three evaluation items, the value depends on a
network topology. However, since N > n and L >
are surely satisfied, RSVMRD achieves lower compu-
tational complexity than the centralized protocol.

Candidate Routers:n

Reserved Routers:n’
Links:1’

Readabel Routers:N

Links:2L

Figure 7: Evaluation Parameters.

Table 1: Evaluation Results.
RSVMRD

Centralized

computational anl® + 3 4aNI?> + 3

messages 2L+2n+ 1+ | 2L+ N +1’
time D+2d+d 2D +d

Next, we evaluate performance of these protocols in
simulation. Here, a number of routers in the network
and an average number of neighbour routers which
represents network connectivity are changed. Figures
8,9,10 and 11 show conputational complexity, num-
bers of transmitted control messages, avarage and vari-
ance of hop counts of detected transmission routes.
Avaragely, RSVMRD achieves higher performance in
every criteria, that is, 1/40 computational complex-
ity is required, 14.1% control messages are reduced,
20.4% shorter transmission routes are detected and
70.5% smaller variance of transmission route length is
achieved.

5 Conclusion

This paper proposes a novel bandwidth reserva-
tion protocol RSVMRD where required bandwidth is
achieved with higher probability by using multiple
transmission routes from a source computer to a desti-
nation one and shows simulation results for comparing
performance with a conventional centralized protocol.

0690


研究会Temp
テキストボックス
－69－


Centralized Centralized ——
RSVMRD # of-Hop RSVMRD

Computational Complexity
30

106} 25
1075} 20
1075}

105}

1075;
o} 120

107a) 120

# of node

# of node

Figure 10: Hop Counts along Detected Routers.
Figure 8: Computational Complexity.

Variance .
20 Centralized

RSVMRD ——

# of messages Centralized—

RSCMRD -
600 -

# of AVG node

Figure 11: Vaviance of Hop Counts.

# of node

connectivity

[8] Higaki, H. and Umeshima, S.; “Multiple-Route Ad-
Hoc Ondemand (MRAODV) Routing Protocol,” Pro-
ceedings of the 18th International Parallel and Dis-
tributed Processing Symposium, CD-ROM (2004).

Figure 9: Numbers of control Messages.
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