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We developed maximum clique-based algorithms for spot matching for two-dimensional gel elec-
trophoresis images, protein structure alignment and protein side-chain packing, where these
problems are known to be NP-hard. Algorithms based on direct reductions to the maximum
clique can find optimal solutions for instances of size (the number of points or residues) up
to 50~150 using a standard PC. We developed pre-processing techniques to reduce the size of
graphs. Combined with some heuristics, many realistic instances can be solved approximately.

1 Introduction

Many important computational problems in Bioinformatics are NP-hard. There are two major
approaches to cope with these NP-hard problems. One approach is to use heuristic optimization
techniques such as genetic algorithms, simulated annealing and neural networks. But, the crucial
drawback of this approach is that an optimal solution is not guaranteed to be output. If an
optimal solution is not guaranteed, one may doubt whether there is a much better solution. The
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other approach is to use the branch-and-bound technique. But, it is difficult to design branch-
and-bound algorithms which can be applied to realistic size instances. Deep insight into the
target problem is usually required in order to design an efficient branch-and-bound algorithm.

On the other hand, two of the authors have been developing efficient algorithms for the
mazimum clique problem [6, 7], where the maximum clique problem is a well-known NP-hard
graph theoretic problem (the maximum clique problem is, given an undirected graph, to find a
complete subgraph with the maximum number of vertices). Different from the standard approach
based on IP (Integer Programming) [4], these algorithms employ very simple branch-and-bound
techniques and are much more efficient than existing maximum clique algorithms [6]. Some of
the algorithms can find the maximum cliques of a graph with more than 10,000 vertices if the
graph is sparse. Some of the algorithms can find the maximum cliques of a graph with more
than 1,000 vertices even if the graph is dense. Using these algorithms and reductions to the
maximum clique problem, we develop algorithms for three important problems in Bioinformatics:
spot matching for two-dimensional gel electrophoresis images [2], protein structure alignment [4]
and protein side-chain packing [1].

Maximum clique algorithms have been already applied to Bioinformatics [3, 4] and pattern
matching [5]. But, most of the previous methods have at least one of the following drawbacks:
(i) algorithms can not be applied to realistic size instances [5], (ii) the original problem is
too simplified by using heuristics so that (non-efficient) maximum clique algorithms can be
applied [3], (iii) a domain-specific and complicated branch-and-bound procedure is required [4].
Our algorithms based on direct reductions can find optimal solutions for instances of size up
to 50~150 (spot matching for images with 100 spots, structure alignment for proteins with
50 residues and side-chain packing for proteins with 150 residues). To solve larger instances,
we developed pre-processing techniques that reduce the size of graphs. Combined with some
heuristics, most of realistic instances can be solved approximately, where details of the pre-
processing techniques and heuristics are omitted in this article because of the page limit.

2 Algorithms for Point Matching

In this article, both spot matching and structure alignment are defined as the point matching
problem under non-uniform distortions. Point matching under non-uniform distortions is defined
as follows [2]. Let P = {py,...,p,,} and Q = {qy,...,q,} be point sets in d-dimensions,
respectively. For two points  and y, | — y| denotes the Euclidean distance between x and y.
Let f(x) be a function from the set of non-negative reals to the set of reals no less than 1.0. We
call a set of pairs M = {(p;,,4;,) - - -, (Pi,»q;,)} a matchingif (Yh # k)(p;, # p;, and q;, # q;, ).

Then, point matching under non-uniform distortionsis, given f, P and @, to find a maximum
matching M (i.e., a matching M with the maximum cardinality) satisfying

1 |9, — ;]

< e o gy,
f(r) ‘Pz‘h - pik‘
where 7 = min{|q;, — q,,|, |p;, — P;,|}. It is proven in [2] that this problem is NP-hard for any
d > 2 even if f(x) is a constant.

It should be noted that P and ) can be exchanged in the above definition because ﬁ <

v < f(r) if and only if ﬁ < ¥ < f(r). It should also be noted that, if f(r) is a constant close
to 1.0, local similarity must be preserved because the error for two point pairs must be small if
the distances between points in the pairs are small. But, global similarity need not be strictly
preserved since the error can be large if the distances are large.

Reduction of the matching problem to the maximum clique problem is very simple (see Fig.
1). Basically, the definition of the problem itself gives the reduction. We construct a graph G =

(k) (Vh # k)(
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Figure 1: Reduction from point matching to maximum clique. The maximum -clique
{(p1,41), (P2,4q3), (P3,q5)} of G corresponds to the maximum match between P and Q.

(V, E) by letting V = {(p;,q;)li=1,...,m,j=1,...,n} and letting {(p,,,q;,), (P;,,4;,)} € E
|qj! _q]'E |
|pih _pzkl
maximum point match. It should be noted that O(mn) vertices. and O(m?n?) edges will be
created by means of this reduction. However, this graph is usually sparse and thus the maximum
clique algorithms can be directly applied if n, m are less than 50~100.

if and only if ﬁ < f(r) holds. Then, the maximum clique corresponds to the

3 An Algorithm for Protein Side-chain Packing

Application to side-chain packing is preliminary. We consider a simple geometric condition for
side-chain packing [1]. We only mind whether or not each side chain collides with the main
chain or the other side chains. In this case, we simply consider rotations (x; angles) around
the vector defined by Ca and Cf atoms, though extensions to more general cases are straight-
forward. We use discrete rotation angles. Currently, the set of rotation angles is defined by
{@rk)/K|k=0,...,K —1}, where K = 20.

Let R be the set of residues. Each residue consists of positions of atoms in the side chain,
where hydrogen atoms are ignored in the current implementation. Glycine residues are ignored
and the positions of atoms in Proline residues are fixed in the current implementation. The
positions of atoms in a side-chain are rotated around the x; axis. Let r;; be the i-th residue
whose side-chain atoms are rotated by (27k)/K radian. We say that residue r; ) collides with
the main chain if the minimum distance between the atoms in 7;; and the atoms in the main
chain is less than L1 A. We say that residue r; . collides with residue r; j, if the minimum distance
between the atoms in r; , and the atoms in r; 4 is less than Lo A. We currently use L1 = 1.0 and
Ly = 4.0. Then, graph G = (V, E) is defined by V = {r; x| rir does not collide with the main
chain }, £ = {{rix, 7jn}| ¢ # j, rir does not collide with r; ,}. It is easy to see that a maximum
clique of size n corresponds to a consistent side-chain configuration (i.e., a configuration in which
any two atoms do not collide). It should be noted that the graphs created as above are usually
dense because two (geometrically) remote residues do not collide.

4 Computational Experiments

We conducted computational experiments mainly for assessing the scalability of the algorithms,
using real protein and electrophoresis image data. We used a standard PC with an AMD Athlon
700MHz CPU and 512MB main memory. In all cases of the experiments, MCQ [6] was used for
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Table 1: CPU times for spot matching, where P and ) are input point sets.

[P[ |Q] DMATCH PMATCH

74 83 23.0 sec. 8.5 sec.
97 108 71.8 sec. 39.7 sec.
134 152 N/A  334.6 sec.
215 228 N/A  1041.7 sec.

Table 2: CPU times for side-chain packing.

PDB code #residues CPU time (sec.)

3fxc 98 12.2
Scpv 108 15.5
4hhb(A) 141 32.7
4ilb 151 53.7

finding maximum cliques. Because of the page limit, we only show the results on spot matching
and side-chain packing.

For spot matching, we examined the CPU time (sec.) of the algorithm without preprocessing
(denoted by DMATCH) and the algorithm with preprocessing (denoted by PMATCH) varying
the number of points in a point set, where we used subsets of the original point sets derived from
real electrophoresis images [2]. Table 1 shows the results. In Table 1, N/A means that matching
could not be found because of memory allocation error. PMATCH found the maximum matches
in the first three cases, but it is unclear whether or not the computed clique was the maximum
in the last case (PMATCH does not necessarily output an optimal solution if the size of the
optimal solution is not large enough).

We conducted a preliminary computational experiment on side-chain packing, where we used
PDB (Protein Data Bank) data. Table 2 shows CPU times required for side-chain packing for
several protein data.

These results suggest that maximum clique-based algorithms may be useful for solving real-
istic problems in Bioinformatics.
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