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Abstract

Suppose a system composed of several components. We have a lot of individuals for each component.
Every individual of the components has its own error which is expressed as a multidimensional vector. The
total system’s error of a combination is the sum of the individual error vectors. We have to find a combination
such that the error vector to be as close to zero as possible. The problem is an extension of the previous
report of the authors.

In the present paper we formulate the problem as an integer programming problem and solve by decom-
posing it into appropriate size. Computational results are also reported.

1 Introduction the number of lenses rejected as small as possible.
Therefore, we have sometimes to combine “good”

As we mentioned in the former report [1], our prob- lenses with “bad” ones in order not to reject too

lem is related to the problem of lens combination much.

for a semiconductor exposing equipment. Each e- Thus, we restate the problem as follows. The e-

quipment includes about 30 lenses. Although lens- quipment consists of m components (namely, lens-

es are made carefully, each individual has its own es) Ay, As, ..., Ay. For each component A; (i =

aberation, because the required standard of pre- 1,2,...,m) we have [ individuals. So we have I

cision is extraordinarily high. Since lenses in such combinations in total.

equipments are very expensive, it is disired to make The error (namely, aberation) of the indi-

0od
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Figure 1: Lens system

vidual j for the component 7 is expressed as
an n dimensional vector (ej;,ej;,...,ef). Let
individuals ji,j2,...,Jm be chosen for compo-
nents Aj, As,...,A;.  The compound error of
this combination (j1,42,...,Jm) is the vector
(i s>y €5s s 2oiey €]5.). Our aim is to
find a combination or a set of combinations of in-
dividuals such that the compound error vector as
close as zero.

In our previous report [1] we treated the error
as scalar, i.e., we assumed that n = 1. In the
present paper we reformulate the problem as an
integer programming problem under the assump-
tion that n > 1. We also show some computational
results by an IP solver.

2 Formulation of the problem

In order to formulate the problem as an integer pro-
gramming problem, we have to consider two im-
portant factors — the objective function and the
constraints.

2.1 Objectives

Two typical cases of requirements can be consid-
ered, and the objective function depends on them.
Case 1: We have to use all individuals. In this case
the objective is to minimize the worst error among
combination. A slight modification gives the case
that the objective to maximize the number of com-
binations that are within the bound of allowance.

Case 2: We have only to choose one combination of
individuals. Suppose we have always [ individuals
as stocks for each component A;. A new individual
arrives for each component A; every day. In such
a case it is natural to select the best combination
every day.

In the present paper we consider only the Case
2.

2.2 Constraints

Since we choose only one combination, we use in-
teger variables z;; (1 = 1,2,...,m;j = 1,2,...,1)
such that z;; = 1 if the individual j is chosen for
the component A;; x;; = 0 otherwise.

As only one individual is chosen for each com-
ponent A;, we have

I
Dowy=1 (i=12,...,m). 1)
i=1

The compound error (up,us,...,u,) is expressed

by

aijrrij =ur (k=12,...,n) (2)
1

m
j=1i=

where a;;i, is the error efj.

If we are to minimize the worst error, we have
the constraint

lug] <z (k=1,2,...,n)

or
—z<u, <z (k=12,...,n) (3)

and the objective function is z.

Sometimes it is preferred that the total sum of
|ug|’s is the minimum. In such a case, we have the
constraint

—vp <up <v, (k=1,2,...,n) (4)

and the objective function is

s = ka (5)
k=1

which is to be minimized.

3 Decomposition method

When the problem is of practical size, e.g., m = 30,
! = 30, n = 300, the number of variables and that

g1o0
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of constraints are 900,930, respectively. It is not
practical to solve the problem directly.

As is well known, many kinds of algorithms have
been proposed for combinatorial optimization prob-
lems. Among them “greedy” algorithm has been
observed to give comparatively good solution, if we
make consideration of the shortness of computing
time. Thus, we decided to decompose the problem
and solved step by step in greedy-like way. Our
method is as follows.

Step 0 : Decompose the set {1,2,...,m} into p
subsets

{1,2,...,01},

{ir+ 1,41 +2,...,i2},

{iz + 1,50+ 2,.. .,i3},

e
{ip1+ L ip_1+2,...,0p},
where we assume that i; <iy < --- <14, =m.

Step 1 : Solve the problem by restricting the range
of i of the constraint (1) to be 1,2,...,4y, i.e.,
Minimize z
subject to

m
E Tij = 1
j=1

Tij =0 or
m

i1
E E AijkTij = Uk

j=11i=1

1

—z<wu, <z )
Let us denote the value of u; of the optimal
solution by ay(k = 1,...,n). Also, let us de-
note the value of x;; of the optimal solution by
i‘ij(i:1,...,i1;j:1,...,m).

Step 2 : Solve the problem by restricting the range
of i tobe iy + 1,41 +2,...,19, ie.,

Minimize z
subject to
m
d my=1 (i=i1+1,..., i)
Jj=1
.I‘ij:() or 1
(t=i1+1,...,00;5=1,...,m)
m io
Z Z QijkTi5 + ﬁ,i = Ug (k =1, ,n)
j=1i=i;+1
—z<up <z (k‘:]., 7n)

Let us denote the value of w; of the optimal
solution by ai(k = 1,...,n). Also, let us de-

0110

note the value of x;; of the optimal solution by
th](’t=ll +1,,’LQ,] = ]_,”',m)‘

Step p : Solve the problem by restricting the range
of itobeip_1 +1,9p—1 +2,...,10p, ie,

Minimize z
subject to
m
» wy=1 (i=ip1+1,...,ip)
=1
Tij = 0 or 1
(il=tdp—1+1,...,0p;5=1,...,m)
m ip
Z Z QijkTi5 + ﬁ,i_l = Ug
j=li=ip_1+1
(k=1,...,n)
—z<up <z (k=1,...,n)

Let us denote the value of x;; of the optimal
solution by &;;(1 = ip—1 +1,...,0p;5 =1,...,m).

Thus, we have the final solution &;; (i
Vi =1,...,m).

11y

4 Computational examples

We applied the above decomposition method to ex-
amples of practical data in industry. The computa-
tion was executed with branch and bound method
of NUOPT Ver.4.0.1, a solver of mathematical pro-
gramming and modelling by Mathematical Systems
Institute, Inc.! Computational environment is as
follows:

CPU Intel PentiumIII 600MHz
Memory 384MB
0S MS-Windows 98SE

Example 1.1

This is the case where m = 28, | = 36, n = 329,
and the number of feasible solutions is 3628 ~
3.8 x 10*3. We decomposed the set of components

{A1,As,..., Asg} into 7 blocks (subsets) such as
Block 1 : Al, AQ, Ag, A4;
Block 2 : A5, Aﬁ, 1477 Ag,
Block 3 : Ag, Alo,All,Alg;
Block 4 : A13,A14,A15,A16;
Block 5 : A7, Ais, A9, Azo;
Block 6 : As1, Aaz, Aaz, Ass;
Block 7 : A25,A26,A27,A28.

Lhttp://www.msi.co.jp/nuopt
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Table 1: Result of Example 1.1

block | int. var. | time(s) obj.
1 144 89.42 | 0.016465979
2 144 | 167.75 | 0.024760760
3 144 | 551.12 | 0.039422580
4 144 | 464.50 | 0.046844088
5 144 | 193.72 | 0.067523147
6 144 | 206.13 | 0.079441640
7 144 42.62 | 0.083060517

int. var. : Number of integer variables.
obj. : Value of the objective function.

The computational result is shown in Table 1. The
number of variables is 1008, and the computational
time was 1715.26 seconds. The value of the objec-
tive function of the optimal solution (the compound
error of the best combination) was 0.083060517.
Example 1.2

This is the same problem. We decomposed the set
of components into 5 blocks, such that

BlOCklZAl, A2, A3, A4, A5, Aﬁ;
Block 2 : 1477 Ag, Ag, A107A117A12;
Block 3 : Ays, A4, A1s, Ars, A17, A1s;
Block 4 : Ayg, Asg, A1, Asa, Azz, Asy;
Block 5 : Ass, Asg, Az, Aog;

The number of the variables is 1008, and the com-
putational time was 18398.49 seconds. The value
of the objective function of the optimal solution
(the compound error of the best combination) was
0.070845403. The error by a well trained engineer
is 0.1165892.

Example 2

This is the case where m = 28,/ = 108,n = 329,
and the number of feasible solutions is 10828 ~
8.6 x 10°%. We decomposed the set of components
{A1,A,,..., Az} into 7 blocks (subsets) such as

Block 1 : A], Ag, Ag, A4;
Block 2 : A5, A67 A7, Ag,
Block 3 : Ag, Alo,All,Alg;
Block 4 : Ayz, Ays, A1s, Ae;
Block 5 : Ay7, Aig, A1g, A2o;
Block 6 : Asgy, Aso, Ass, Asa;
Block 7 : A257A26,A27,A28.

The computational result is shown in Table 3. The
number of the variables is 3024, and the compu-
tational time was 52084.21 seconds. The value
of the objective function of the optimal solution

0120

Table 2: Result of Example 2

block | int. var. | time(s) obj.
1 432 2981.41 | 0.015322444
2 432 395.13 | 0.023793190
3 432 | 20982.80 | 0.026066562
4 432 | 18191.22 | 0.035772508
5 432 | 1466.73 | 0.058210355
6 432 | 6840.42 | 0.060574506
7 432 | 1213.63 | 0.060115495

int. var : Number of integer variables.
obj. : Value of the objective function.

(the compound error of the best combination) was
0.060115495.

5 Conclusions

An extension of the authors’ previous research has
been shown on combining imperfect individuals of
components to compose a complex system. The
problem has been formulated as an integer pro-
gramming problem and has been solved by branch
and bound method.

In practice it is desired to solve the problem in a
few minutes in industry. Thus, we have to develop a
practical algorithm that gives a suboptimal (quasi
optimal) solution and to compare with the exact
solution by integer programming techniques, which
is left for further research.
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