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Toward Parallel and Distributed Processing
on High-Density Network with Mobile Devices

SaTOosHI WATANABE ,' YOSHIYASU OGASAWARA ,* IPPEI TATE ,* HIROFUMI YANO *
and HiroNorI NAKAJO!

Recently, cellular phones have been widely utilized among many people that irrespective of age. If these
enormous number of cellular phones are used for paralle] processing with high-density network, we would
get great processing power. So, we have started research on Grid computing with cellular phones and many
other mobile devices. In this paper, we describe the design of parallel and distributed processing. And, we
have investigated problems in using of cellular phones for paralle! and distributed processing, and propose
the solution for them. Moreover, benchmark program of parallel processing is executed with current cellular
phones with wircless LAN interface, and measured basic data for the future simulation environment. Finally,
we have shown that future works of our research.

is going to be configured with interconnecting and inte-

1. Introduction grating network of cellular phones into network of Grid

Recently, cellular phones have been widely utilized
among many people that irrespective of age. Over 100
millions of cellular phone terminals are used in Japan.
We use a cellular phone not merely for verbal communi-
cation but also for internet connection, E-mail, data com-
munications, camera, television, JAVA application, mu-
sic playing, GPS and many other various multimedia ser-
vices. Though performance of CPU in a cellular phone is
still lower than CPUs in desktop PCs or server machines,
higher performance is going to be needed for future high
level services.

We focus on cellular phones as resources of Grid com-
puting. If these free resources configure network for par-
allel processing, we would get significantly large com-
puting power. Therefore, a new computing infrastructure
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computing in which a number of PCs and workstations
are connected. This base network is named ”SILK Net-
work”. SILK Network is named from silk fabrics.

In this paper, we present usability of Grid computing
with cellular phones with investigating problems on the
system and propose solutions for them.

The rest of this paper is organized as follows: related
researches are mentioned in section 2. Section 3 de-
scribes SILK Network design. Problems on parallel and
distributed processing with a number of cellular phones
and solutions for them are shown in section 4. Section
5 measured basic data for the SILK Network simulation.
Finally we describe future works in section 6, and con-
clude in section 7.

2. Related Works

There are several researches with using mobile de-
vices into the Grid computing. Phan et al. have intro-
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Fig.1 Job management of SILK Network

duced a proxy-based cluster architecture with applying
mobile devices into traditional Grid network!. Clarke
and Humphrey have investigated challenges with cou-
pling mobile devices into the Legion Grid computing sys-
tem?.

David and Matry have proposed Mobile OGSL.NET>.
OGSI (Open Grid Services Infrastructure) is provided
with Globus ToolKit which is the most standard mid-
dleware of Grid computing. They have mounted it with
NET Compact Framework of the Windows CE.

These researches do not target upon cellular phones but
lap-top PCs or PDAs for Grid computing.

However, we focus on possibility to realize mobile
Grid computing with a number of cellular phones and all
mobile devices.

3. Design of SILK Network

When we use cellular phones for Grid computing, the
network connectivity is unstable, because cellular phones
communicate via wireless communication. Therefore,
we create the destributed processing environment over
P2P(peer-to-peer) network, because P2P network needs
no server so peer’s disconnection has little influence on
the entire network. One of the P2P library is JXTAY.
This library is an open source P2P library introduced by
Sun Microsystems. We use JXTA for SILK Network.

Job management of SILK Network is shown in Figure
1. At first, a cellular phone that connects to network joins
Standby Group in Base Group. And it waits to be given a
job or issues a job. When a cellular phone issues a job, it
creates a new job group. And it sends broadcast message
to Standby Group to announce a new job group. When a
cellular phone joins a job group that other one created, it
executes a given process.

And then, we implement MPI, RPC, or other parallel
processing library over the network to execute the dis-
tributed processing.

® 1 W-ZERO3 38 L UNHAIIZEEM L7z PC DERE
Table 1 Specification of W-ZERO3 and currently utilized PC
W-ZERO3 PC
CPU PXA270 416MHz Pentium4 HT 3.0GHz
[o}) Win Mobile 5.0 for PPC WinXP Pro SP2
SDRAM 64MB DDR2-SDRAM 1GB

Memory
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Table 2 Results of Linpack Benchmark

single precision
W-ZERO3 2.12Mflops
PC 547Mflops

double precision
1.17Mflops
560Mflops

4. Problems in Parallel Processing with Cel-
lular Phones

In this section, we describe problems in using cellular
phones for parallel and distributed processing.

4.1 Floating Point Processing with Cellular Phones

As mentioned before, cellular phones are equipping
with embedded processor, and many application pro-
grams such as multimedia services have been widely
executed in them. However, most processors are not
equipped with a high-performance arithmetic unit such
as FPU (floating point processing unit).

First of all, we have evaluated floating-point arithmetic
computation with a single cellular phone. W-ZERO3
(WS004SH) manufactured by SHARP which is one of
the highest performance cellular phones is used for the
evaluation. Linpack Benchmarkadopted for TopS00is
used for the benchmark program. Table 1 shows com-
parison between W-ZERO3 and an ordinary PC. Since an
FPU is not equipped in W-ZERO3, a Linpack Benchmark
program is executed with soft-float.

A result of performance evaluation with the floating-
point arithmetic by Linpack Benchmark is shown in Ta-
ble 2.

As for single-precision floating-point arithmetic, there
is a performance difference of about 260 times between
cellular phone and an ordinary PC.

As for the performance of double-precision, cellular
phone is as 480 times slow as the PC. The difference of

CPU clock is about seven times. From the result, it
spends a long time with a cellular phone in floating-point
arithmetic computation.

Therefore, computational performance in a cellular
phone has been expected for higher performance in par-
allel processing.

4.2 Life of Battery of Cellular Phones

When Grid computing would be realized with a num-



ber of cellutar phones, processing for Grid computing are
executed in each cellular phone which is not used by each
owner. The problem is that battery has been consumed for
the processing. While it is free, a cellular phone usually
prevent electric power consumption as much as possible.

While a cellular phone keeps on executing application,
the battery is run out in about two hours. Coexistence
of Grid computing with a cellular phone and utilizing by
the owner is still difficult with such a short life time of
battery. Therefore, capacity, lifetime or even new mecha-
nism for a battery will be indispensable for future Mobile
Grid Computing.

4.3 Network Interface of Cellular Phones

Though cellular phone can connect to Internet to see
Web sites, data transfer system of a cellular phone has
peculiar interface, thus most cellular phones cannot di-
rectly connect with PCs via LAN.

Though there are some terminal devices which are
equipped with interface of wireless LAN or Bluetooth,
these are limited to few models of high-performance cel-
lular phones. Therefore, wireless LAN interface should
be equipped into an ordinary widely used cellular phones.

4.4 Overcoming These Problems

To overcome these problems, we propose a external de-
vice which is connected to a cellular phone. The external
device mounts the arithmetic unit such as a CPU and an
FPU with helping the cellular phone to execute heavy ap-
plications or other floating computations.

In addition, since it is installed with battery charging
facility, it can charge the cellular phone. We named the
external device as ”SILK Box”.

In the future, we expect functions of SILK Box would
be shipped into a cellular phone by improvement of bat-
tery technology and semiconductor device technology.

We make experimetal environment. This environment
supports floating computations for a cellular phone to ex-
ecute floating-point arithmetic. A processor is imple-
mented in an FPGA, and a floating computation is exe-
cuted by the processor. At the present, though we use Mi-
croBlaze manufactured by XILINX as a SILK Box pro-
cessor, we are going to utilize higher performance pro-
cessor such as an SMTY97 at later stage.

5. Effectivity of Mobile Parallel Processing

As shown in the above, since there exists various
problems in parallel and distributed processing with us-
ing cellular phones, few researches has been done since
ever. However, it is possible to gain higher performance
with parallel processing using existing multiple cellular
phones.
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Table 3  Speed up ratio of matrix multiplication

Number of mobiles Execution time(s) | Speed up ratio
1 8.356 -
2 6.642 1.25
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Table 4 Speed up ratio of 200 million addition

Number of mobiles | Execution time(s) | Speed up ratio
1 4.458 -
2 2.404 1.85

We are creating a SILK Network simulator to show
possibility and feasibility of mobile parallel processing.
In this section, benchmark programs of parallel process-
ing are executed with current cellular phones, and we
measured performance for the simulation environment.

5.1 Evaluation Environment

We utilize two set of W-ZERO3 (WS004SH) manu-
factured by SHARP for the evaluation. Table 1 shows
the specifications of W-ZERO3. These terminal devices
are connected via wireless LAN and each communicates
with speed of 11 Mbps.

A matrix multiplication (256 x 256) program and a
200 million addition program are used as evaluation pro-
grams. As a compiler "Microsoft eMbedded Visual C++
4.0” is used. Benchmark programs are parallelized by
hands. Terminal devices send and receive data with each
other by using “winsock2.lib” and wireless LAN inter-
face.

5.2 Evaluation Results

We compare the execution time for each benchmark
with a single device and two devices. The execution time
and speed up ratio of each benchmark are shown in table
3 and table 4 respectively.

Performance improvement of matrix multiplication
shows only 1.25 times faster, because it takes a long time
to transfer the line of 256 x 256 and to establish connec-
tion of TCP/IP.

However, performance improvement of 200 million
addition is 1.85 times faster, because there is less data
transmission time comparing with matrix multiplication.

We have measured the time of overhead to connect and
disconnect in TCP/IP. The time is about 0.2 seconds in
this evaluation environment.

The transfer time for one set of 256 X 256 matrix
is about 0.2 seconds, because we use wireless LAN of
IEEE802.11b standard (11Mbps). Since the program
transfers 3 sets of the matrix, it is clear that the data trans-
fer time in the benchmark spends over 0.6 seconds.

As the result shows, performance improvement of ma-



trix multiplication and 200 million addition is theoreti-
cally valid.

In this experiments, we have evaluated the perfor-
mance with two terminal devices in order to compare
with the theoretical values. The measured data is going to
be utilized as a basic data to evaluate a parallel process-
ing system with an enormous number of cellular phones
by simulation in the future.

6. Future works

We are going to describe about what to do in the future
as follows.

6.1 Improving SILK Box

Though MicroBlaze equipped in a current SILK Box
as a processor has an FPU unit in it, the performance is
not so high. Thus it is needed to implement higher perfor-
mance CPU with a small amount of hardware. Moreover,
environment to supplement functions which are neces-
sary in SILK Box in order to implement middleware and
parallel processing libraries.

6.2 Middleware

In order to configure Grid Computing environment
with cellular phones, mechanisms for resource manage-
ment and job assignment are needed, thus implementa-
tion of Grid middleware such as Globus ToolKit available
in cellular phones is indispensable.

6.3 Parallel Processing Library

In the evaluation, thought parallelization of benchmark
programs has been done by hands, programming with
parallel processing library such as MPI makes it possible
to program with a significant number of terminal devices.
Parallel processing libraries are going to be implemented
in our experiment environment.

6.4 Simulator of Parallel and Distributed Process-

ing Environment

Before implementing a parallel and distributed pro-
cessing system with a large number of cellular phones,
evaluation by simulation is needed. Therefore, we are
going to conduct a simulation environment in order to
evaluate a large parallel and distributed system with vir-
tually using a large number of cellular phones. I would
spend much time for simulation by software, thus we are
now designing a simulation system with using multiple
FPGAs in order to simulate by hardware in a shorter time
than software.

7. Conclusion

In this paper, we describe the possibility of parallel
and distributed processing with cellular phones. Cellu-
lar phones have been widely used among people all over

the world that irrespective of age. If these free resources
configure network for paratlel processing, we would get
significantly large computing power.

Therefore, we have investigated problems in using of
cellular phones for parallel and distributed processing,
and propose the solution for them. And, we propose a
external device (SILK Box) which is connected to a cel-
lular phone.

Next, benchmark program of parallel processing is ex-
ecuted with current cellular phones with wireless LAN
interface, and measured performance for the future simu-
lation environment.

Finally, we have shown that future works of our re-
search.
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