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Abstract

Interpolation is often used in image processing.
Edges are blurred when images are processed with
linear interpolations. In this paper, an algorithm
for image interpolation with edge enhancement is
discussed. To make detail edges in images more
perceptible, images are expanded with spline inter-
polation. Intensity of all newly inserted pixels is de-
termined based on the intensity distribution around
it. After interpolation, edges are separated far away
and it is easy to do the edge detection in interpo-
lated images. Unlike other edge operators that con-
volute a smoothing function to images directly, the
algorithm discussed in this paper smoothes the im-
age by interpolation in which the image is expanded
and smoothed, and thus detailed information re-
mains.

A unified linear-time algorithm for distance
transform is used to deal with the calculation of
Euclidean distance. So-called edge area (EA) is de-
termined which is located around edges. Erosion
is taken place in EA to determine the erode source
intensity (ESI).

Based upon distance and ESI, intensity of every
pixel is adjusted. Edge enhancement is performed
repeatedly. By repeating the edge enhancement,
edges in images get clearer.

Keywords: B-spline, interpolation, edge detec-
tion, Euclidean distance transform, edge enhance-
ment

1 Introduction

Interpolation is often used in image processing. Be-
cause there exist fast algorithms for B-spline in-
terpolation, B-splines are used to perform fast im-
age interpolation. Edges are blurred when images
are processed with linear interpolations. When im-
ages are out of focus, edges are also appeared to be
blurry. In the above two cases edges are widened
and turn to be ramps.

Edge sharpening is a classical problem. Among
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such approaches, one is histogram equalization, in
which each intensity level to a new value. It is
effective to improve image contrast. In neighbor-
hood operation, difference between opposite sides
of edges is enlarged, i.e., the bright side of and edge
becomes brighter while dark side gets darker after
operation. The shortcoming is overshooting caused
in outputs.

Edge sharpening can also be performed in fre-
quency domain. For there exists large amount of
high frequency component and edge turns out to
be sharper when high frequency components are
emphasized. For ramp edges, such processing will
cause distortions near their turning points.

Above edge sharpening algorithms mainly in-
crease the contrast across edges, but edges become
wider when images are interpolated or out of focus.

In this paper, algorithms for edge enhancement
are proposed to improve edges that are blurred by
B-spline interpolation and narrow their transient
areas.

In practice, we found that it is hard to detect
fine texture or edges in images with low resolution,
there is little useful information in the results be-
cause edges are too near to each other. To sepa-
rate these edges and make them more meaningful,
images with low resolution are interpolated with B-
spline transform in this paper. In the interpolation,
edges are smoothed but their direction and intensity
are closely related to that of edges in input images.
So we can get information of ordinary images from
these edges easily. The first derivative turns to be
continuous after images expanded with interpola-
tion. By shifting the expanding result left and right
(up and down), calculating the difference between
the shifting results, we get the first derivative along
x direction (y direction). With this information,
edge distribution and intensity are calculated.

Expansion is implemented based on the detected
edges. Distance from non-edge pixels to nearest
edge pixels is calculated. Pixels with small distance
value are regarded to be in the so-called Edge Area
(EA) where edge enhancement will be performed.

Then, erosion is performed in EA. Firstly, all out-

0270


伊藤
ア  ル  ゴ  リ  ズ  ム    78－5

伊藤
（２００１．　５．１８）

伊藤 
 

伊藤
－27－


most EA pixels are determined as erosion source,
and their intensity to be erosion intensity. After
that, Erosion is executed along the deepest direc-
tion of distance towards edge pixels, i.e., erosion
direction. Pixels in the erosion direction are eroded
and turn out to be new erosion sources. Erosion
intensity is also transferred in the erosion direction.

Based on the distance and erosion intensity, in-
tensity adjustment is executed repeatedly. Intensity
in EA is adjusted and edges get more and more en-
hanced after each intensity adjustment.

2 Preliminaries

In this paper, B-splines are used to do the interpola-
tion and edge detection, here we list some properties
about B-splines and their transform.

2.1 B-Splines

B-spline of order 0 is defined as the central unit
pulse function

0 _ 1; 7% S z S %
B(z) _{ 0, Otherwise

nth-order B-splines are defined as the convolution
of n — 1th order B-splines with 3°(z)

n+1

BM(x) = B%4+8" Hx) = B0« B0 % -5 f%(z), z € R.

(1)
nth-order B-spline is a positive function defined in
[—"TH, ”TH] with n + 2 equally spaced knots, and
it has continuous derivatives up to order n — 1.

The first derivative of nth-order B-spline

s () () o

is equal to the subtraction of two translated
n — 1th-order B-splines.
B (x) denotes B-splines expanded by a factor m,
e, B (x) = B(2). (1) gives
n+1

nip) = L B0 4 g0
B ) = = e .

3)

b™(k) represents discrete B-spline satislying
b (k) = g™ (k), k € Z. b}, (k) means b™(k) expanded

——
by a factor of m. From 8 (k) = {1,1,---,1} we
have
n+1
(B2, % B9, % - % b2) % ™ ().

b (k) = (1)

1
mn

(4) gives the relation of discrete B-splines between
different scales. It says that B-splines can be inter-
polated by so-called moving averaging operations,
and so the functions interpolated by B-spline.

2.2 B-spline Transform

Signals {f(k), k € Z} interpolated with discrete B-
splines b™ are

—+o0

S (@ (k —i).

i=—00

(5)

In (5), {c(i)} are spline coefficients, {f(k)} are rep-
resented as the convolution of {¢(#)} and b™. The
z-transform of (5) is given as
F(z) = B"(2)C(2). (6)

Equation (5) gives a result ¢"(k) by applying a fi-
nite impulse response (FIR) operator b to {c(4)}.
The spline coefficients {c(i)} can be determined
simply by inverse filtering, called direct B-spline
transform

sn B™ —1 1
S™(z) is a recursive infinite impulse response (IIR)
filter. It has been proved to be stable in case n is
odd for B-splines[12].

Indirect B-spline transform (6) is used to recon-
struct discrete signals from B-spline coefficients.
When spline coefficients {c(i)} are given, {f(k)}
can be recovered with (6). Indirect B-spline trans-
form is a finite impulse response (FIR) filter and
stable. (7) is called as direct B-spline transform
which transform the input signals to spline coefli-
cients.

(7)

2.3 Distance transform

In binary images, Distance maps for each pixel
equal the distance between that pixel and the pixel
of value 1 (in this paper, it means edge pixel) closest
to it. There are serveral kinds of distance transform
such as Kuclidean, city block, chessboard, octago-
nal and chamfer distances. Euclidean distance map
D = {d;;} of a binary image B = {b;;} is defined
by

dz‘j =

. —— —

2oin V= G =aPlo} - ®)
From (8) we can see that Euclidean distance belongs
to Ly distance so it is natural to represent distance
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of two pixels in images. In this paper, Euclidean
distance is used to calculate distance of pixels to
edges for the reason that there is a linear-time al-
gorithm for distance transform[9].

3 The algorithm

The algorithm of image interpolation with edge en-
hancement is consisted with five steps as follows.

1. The interpolation of images with B-spline 3".
Images expanded for m times both along = and
y directions, The expansion result is gm,,. By
(2), the first derivatives g/, |, and g,,|, along
and y directions can be derived.

2. Modulus and direction for the first derivative
are calculated based on ¢/,|, and g/,|,. Pixels
with local maximum modulus of first deriva-
tive (modulus maximum) are regarded as edge
points.

3. Edge expansion is performed based on edge
pixels. The result is called as Edge Area (EA)
with all pixels in it that have the Euclidean
distance to edge points no large than [m/2].

4. All outmost pixels of EA form the verge of EA
(VEA). Every VEA pixel’ intensity is set to
be its erode source intensity (ESI). Erosion is
performed in EA. In each time of erosion, for
each pixel in the neighbor of VEA, compare all
neighboring VEA pixels’ distance to edges and
select one VEA pixel with largest distance as
its erode source and copy the ESI to its ESI.

5. For each pixel in EA with intensity V, set its
ESI to be E, and distance to edges be d. The
edge enhancement is executed

V' = E — k(d)(E - V), (9)

in (9), k(d) — B%(2d/m).

The coefficient of edge enhancement k(d) get
larger to the pixels with large distance. The
result of edge enhancement of (9), ie., new
pixel’s intensity V', changes smoothly in the
result of enhancement.

3.1 B-spline interpolation

Gaussian function is good at describing intensity
transient in images. B-spline is a good approxima-
tion to Gaussian function. Because there exists a
fast algorithm for B-spline interpolation and much
calculation is needed to execute the convolution of

Gaussian function to images, image expansion is im-
plemented with B-spline in the paper.

With tensor-product[8], we get 8,y = Bu0y. 2D
B-spline can be calculated with B-spline along x
and y-directions. That makes the calculation for
2D B-spline interpolation simple since their bases
are separable.

(7) is called the direct spline transform, with
which, spline coefficients C(z) are calculated along
z and y directions for images.

(5) represents the interpolation of 1D signal f(x).
For 2D case, it turns to be

J(z,y) = cij* 0" (x) * 0" (y), (10)

and image expansion is processed as

fm(2,y) = cir jrpm * by (z) x b, (y),  (11)
where

i =mi,j  =mj
Otherwise

Ci,jy

Cit ' tm = { 0

is the up-sampling of coefficients matrix c; ;, while
b can be calculated by (4), it executes fast by re-
peating the moving-average[13].

(12)

3.2 Edge detection

In Canny edge detection, images are normalized
with Gaussian function, and then the first deriva-
tive of the smoothed image is calculated. Pixels
with modulus maximum are recognized as edge pix-
els. We find it is time-consuming even as in Mallat’s
algorithm.

In this paper, edge pixels are detected for edge
enhancement. The coeflicients ¢y ;» turned out to
be cg,’ j~ when it is processed by moving average, we
get
(13)

n __ ./ n
Ci/’j/ * ﬁm — Ci’,j/ * /8

about the interpolated images. According to (2),
the distribution of first derivative for expanded im-
age along z (or y) direction g/,|s (or g.,|y) is cal-
culated by shifting ¢}, ;, left (or up) for m/2 pix-
els, right (or down) for m/2 pixels and subtracting
them. But for ¢/,|» (or g,|y),
/ o n n+1 /
{ g'm|ﬂc - Cz,]Tm * bm(y) * bm (ZE) ’ (14)
Imly = Cijtm * b, () = b3 ().

In (14),

{ by () = (b, (x + [m/2]) — by, (z — [m/2])),
bt () = (b (y + [m/2]) — b, (y — [m/2])).
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Coeflicient matrix should be processed by indirect
B-spline transform of order n+1 in z (or y) direction
and of order n along another direction.

Like previously discussed edge operators, image
normalization is also performed in this paper. To
avoid the loss of detail information, interpolation
is used instead of convolution to normalize images.
After interpolation, images have more pixels in it
and they turn to be smooth. With g/, |, and g},|,
derived from (14). the modulus and direction are
defined as

Mod = /97,12 + gp,1?

6 = arctan (g;n\y)

P

(15)

In (15), Mod represents the intensity of the first
derivative of input image, and 6 is the direction
along which the value of first derivative changes
most sharply near the pixel.

All pixels are recognized as edge pixels when the
Mod goes to local maximum value along 6. To
speed-up the processing, the searching of maximum
Mod is limited to 8 = 0°,45°,90° and 135°.

3.3 Erosion

In step four, when each pixel in EA is eroded, much
calculation is used to determine the erode source
80 it is time-consuming. Furthermore, more than
one new erode sources will be generated from an
erode source in the erosion, this makes the erosion
algorithm complicated.

In this paper, a stack is used to execute the ero-
sion. Direction for erosion is determined in the re-
versed way to what is in erosion.

1. Select an un-eroded EA pixel and push into a
stack.

2. Check all neighboring pixels. If there is a VEA
pixel or eroded EA pixel, then copy ESI value
of the pixel to all elements in the stack, mark
them as eroded EA pixels and pop all elements.

3. If there is no VEA pixel or eroded EA pixel,
select one neighboring pixel that has the largest
distance value and push it in the stack. The
search procedure will end when VEA pixel or
eroded EA pixel is encountered.

When all EA pixels are eroded, the erosion ends.

In above search algorithm, all erode pixels form
chains when they are eroded, with stack, the search
algorithm is simplified and executes fast.

4 Experimentals

In this paper, cubic B-spline is used to perform the
image interpolation, edge detection, and edge en-
hancement.

The first test image in this paper is a part of
Barbara which is shown in Figure 1. In the image,
there are many strips in the scarf of the woman.
Before edge detection, image is expanded for m = 5
times with linear interpolation. After interpolation,
edges in the image are blurred and become widened
as shown in Figure 3 (a). Then the derivatives of
the image along x and y directions are calculated
with (14). All pixels with modulus maximum are
regarded as edge points. Distance transform is per-
formed based on edge pixels detected. Since the
image is expanded for m times, EA is defined as
such area which is composed of pixels with distance
equals to or less than [m/2]. Through the erosion
of EA, erosion intensity for all pixels in EA is calcu-
lated. With (9), edge enhancement is performed in
EA repeatedly. Images in (b), (c), and (d) of Fig-
ure 3 are results for enhancement once, twice, and
three times, respectively.

\\ .

\\ L
-
\\§“

Figure 1: The image is a part of Barbara in which
many strips exist in the scarf of the woman.

The second test image in this paper is a part of
Lena which is shown in Figure 2. In the image,
edges of eye and hat of the woman will be enhenced
by the algorithm discussed in the paper. Just the
same as the processing upon Figure 1, image is
expanded for m = 5 times as shown in Figure 4
(a). While (b), (c), and (d) of Figure 4 are results
for edge enhancement once, twice, and three times
upon (a), respectively.
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Figure 3: (a) is the result when image is expand r five times; (b) is the result after applying edge
enhancement once; (c) is the result for edge enhancement twice; and (d) is the result of edge enhancement
for three times.

Figure 4: (a) Lena is expanded for five times; (b) Result of edge enhancement once upon Lena; (¢) Result
of edge enhancement twice upon Lena; and (d) is the result of edge enhancement for three times.
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Figure 2: The image is a part of Lena, edges of
eye and hat of the woman will be enhenced by the
algorithm discussed in the paper.

5 Conclusions

In this paper, an algorithm for Image Interpolation
with Edge Enhancement is discussed. To make de-
tail edges in images more perceptible, images are
expanded with spline interpolation. Intensity of all
newly inserted pixels is determined based on the in-
tensity distribution around it. After interpolation,
edges exist in images are detected. Unlike other
edge operators that convolute a smoothing function
to images directly, the algorithm discussed in this
paper smoothes the image by interpolation in which
the image is expanded and smoothed, and thus de-
tailed information remains. It executes fast for the
reason that it integrates edge detection and inter-
polation into one algorithm and reduces the edge
detection to the operation of subtraction only.

In order to make images smooth even after edge
enhancement, the degree of intensity adjustment
changes with the FEuclidean distance from pixel to
edge points. A unified linear-time algorithm for dis-
tance transform is used to deal with the calculation
of Euclidean distance. EA can be determined when
distance is calculated. Erosion is taken place in EA
to determine the ESL

Based upon above results, from (9), edge en-
hancement can be performed several times to one
image. By repeating the edge enhancement, edges
in images get clearer.
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