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Abstract: Identification of services constituting traffic from given IP network flows is important for many purposes
such as management of quality of service, prevention of security problems, and providing a discounting service for
customers only in accessing specified services like zero-rating service. The simplest methods for identifying these
services are identifications based on IP addresses and port numbers. However, such methods are not sufficiently accu-
rate and thus require improvement. Deep packet inspection (DPI) is an advanced method for improving the accuracy
of identification. Many current IP flows are encrypted with the transport layer security (TLS) protocol. Therefore, an
identification method cannot analyze almost all the data encrypted by TLS. In the cases of TLS 1.2 or less, some fields,
e.g. server name indication (SNI), in the protocol header for the TLS session establishment are not encrypted and then
can be analyzed. Thus, we can expect that the service can be identified from IP flows, which are composed of TLS ses-
sions, by analyzing these fields. For achieving this, two challenges are mainly required. One is grouping TLS sessions
by accesses from many TLS sessions that pass through a network element. The other is the identification of service
from TLS sessions grouped in the first challenge. In our work, we mainly focus on the second theme, i.e., service
identification from given TLS sessions. In our previous work, we proposed a method for identification by analyzing
these non-encrypted data based on DPI and n-gram. However, there is room for improvement in identification accuracy
because this method analyzed all the non-encrypted data including random values without protocol analysis. In this
paper, we propose a new method for identifying the service from given TLS sessions based on SNI with protocol data
unit (PDU) analysis. The proposed method clusters TLS sessions according to the value of SNI and identifies services
from the occurrences of all groups. We evaluated the proposed method by identifying services on Google, Yahoo, and
MSN sites, and the results showed that the proposed method could identify services more accurately than the existing
method. The average ratios of inaccurate identifications were decreased by 65%, 72%, and 41% in our experiments of
Google, Yahoo, and MSN services, respectively.
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1. Introduction

The World Wide Web provides a variety of services such as
web page search and video streaming. Service identification from
given Internet flows in a network element is important for vari-
ous purposes, for example, the management of quality of service
(QoS), prevention of security problems, and providing a new ser-
vice that allows a customer to access a specified service without
network usage charge, which is usually called zero-rating service.
The most basic identification methods rely on IP addresses and
port numbers [1]. However, these basic methods cannot provide
high accuracy of identification. In some cases, many services are
provided by a site with only one IP address. In some cases, a
dynamic port control [2] is used. Thus, the accuracy of identifi-
cation based only on such information is limited. Inspection of
packet payloads, called deep packet inspection (DPI), is an ad-
vanced method for solving this problem. Previous studies [3], [4]
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demonstrated that DPI improved the accuracy. However, many
recent communication flows are encrypted [5] with the transport
layer security (TLS) protocol. Identification methods cannot an-
alyze almost all the packet payloads that are encrypted by TLS.
Some fields in TLS headers are not encrypted and can be ana-
lyzed. For example, the server name indication (SNI) field is not
encrypted in TLS 1.2 or less. We then expect that the service
can be identified based on the information in these non-encrypted
fields. This service identification is achieved mainly by two chal-
lenges. The first challenge is clustering TLS sessions into ac-
cesses that they belong to. The second challenge is identifying
a service from given TLS sessions that are clustered in the first
challenge. We focus on the second challenge. The first challenge
can be nearly or partially achieved by some existing works such
as a method for application identification [6], [7]. This method
groups TLS sessions by the applications. In some cases, such
as situations wherein a web browser is holding only one tab for
opening a web page or the browser does not download plural web-
sites simultaneously, the application identification by this method
achieves the TLS session clustering.

In this paper, we discuss a method for identifying the service
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from given sessions encrypted by TLS 1.2 or less by inspect-
ing packet payloads. There are two types of service identifica-
tions, which are identifications from limited candidates and those
from unlimited services. We studied the former identifications.
Namely, an identification method chooses the most likely service
from the preliminary specified candidates. We defined service as
a function provided by a site, which is almost the same as the
service of an application service provider (ASP). For example,
Gmail, Google Web search, and YouTube are different services.
A portal site that contains various services, e.g., yahoo.com, is
not a service but a connected site. A usual user opens a Web page
via a browser by inputting a URL string. We define this open-
ing as “one access.” One access causes multiple connections. In
the case of HTTPS (Hypertext Transfer Protocol Secure), each
connection contains a TLS session.

We propose two identification methods in this paper. The first
method identifies the service based on the value in the SNI field
in the first TLS session. The second method clusters TLS ses-
sions according to the value of the SNI field, and the service was
identified based on the groups contained in the TLS sessions in
one access. In the cases of TLS 1.2 or less, SNI is a field in
the ClientHello message, which is not encrypted. In the cases
of TLS 1.3, SNI is encrypted. Thus, our proposed methods are
for TLS 1.2 or less. This paper is based on an earlier conference
work-in-progress paper [3] and a conference workshop short pa-
per of Ref. [4].

The remainder of this paper is organized as follows. Sec-
tion 2 reviews the related work. Section 3 describes the proposed
methods. Section 4 evaluates the proposed methods. Section 5
presents discussions. Finally, Section 6 concludes this paper.

2. Related Work

2.1 N-gram
N-gram is a contiguous sequence of n items in a document,

which is typically used in the text search field and can be applied
to text data or binary data.

For example, in the case of 2-gram for text data in Fig. 1. “To”
is an instance of 2-gram. It appears at the locations of the first
letter and the 14th letter. “O” is also an instance of 2-gram. It
appears at the locations of the second letter and the 15th letter.

Next, we explain byte-based n-gram for a byte sequence. In
the case of the binary data in Fig. 1, “0xF4-0xEF” is an instance
of byte-based 2-gram. It appears at the locations of the first byte
and the 11th byte. “0xEF-0xA0” is also an instance of byte-based
2-gram. We can find this sequence at the locations of the second,
eighth, 12th, and 15th bytes. In this paper, we call this n-gram for
binary data byte-based n-gram.

2.2 Service and Application Identification
In this subsection, we introduce the existing service and appli-

cation identification methods. In many cases, service types and
port numbers are closely related [1]. An identification based on
the IP address or the port number is the most basic and easiest
method of identification. However, this method has low accuracy
and there is room for improvement [6]. In some cases, e.g., when
using network address translation (NAT) or reverse proxy, this

Fig. 1 1 n-gram.

method does not work well [2]. In some cases, a site may provide
several services from the same IP address, which changes dy-
namically. Furthermore, many services are provided via the Web
through port number 80 or 443, then a service is hardly identified
from its port number. The port number or the IP address is ef-
fective for identifying the accessing protocol and connected site,
but these are not useful for identifying services. Gigis et al. ana-
lyzed certificates in TLS in the Internet traffic and showed huge
content providers’ server deployments [5]. Their work does not
contribute to service identification, but demonstrated that inves-
tigation of some non-encrypted parts of TLS sessions presented
important findings.

Velan et al. [8] reviewed previous studies on information ex-
traction from encrypted traffic. All network protocols can ensure
secure data transfer with encryption using a non-encrypted ini-
tialization phase, and these data can easily be extracted and used
for monitoring network traffic [8]. Qualys, Inc. has developed a
method to obtain the fingerprints of a client based on the SSL (Se-
cure Socket Layer)/TLS initial handshake [9]. The p0f tool [10]
extracts information on peers’ systems, such as the operating sys-
tem and user agents, by monitoring the traffic. Holz et al. [11]
presented a comprehensive analysis of X.509 certificates in traf-
fic, and revealed the quality of certification. Husák et al. [12]
proposed real-time lightweight client identification based on net-
work monitoring and TLS fingerprinting. In the site of Ref. [9], a
method for utilizing Handshake in SSL as a fingerprint of HTTP
Client is presented. Iwai et al. [13] proposed an application iden-
tification method using machine learning, which was capable of
achieving 82% accuracy. However, the method required five days
to complete the learning stage. Hara et al. [14] proposed a con-
nected site identification method, which analyzed packet pay-
loads and created an n-gram database. These studies did not
consider identification based on multiple connections; thus, these
cannot successfully identify a service containing multiple con-
nections. Moreover, these studies identify their clients, appli-
cations, or connected sites rather than the services from traffic.
Therefore, their methods did not directly contribute to service
identification. Their objectives were different from our objec-
tives.

Hara et al. [15] proposed a method for identifying a service
from given flows, which achieved 100% accuracy on ten Google
services. However, the method was not applied to other Google
services or services of other ASP sites. In this paper, this existing
method is referred to as the n-gram method.

Shbair et al. surveyed HTTPS traffic and services identification
approaches [16]. They introduced a variety of methods for iden-
tification including protocol-structure-based methods using SNI.
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Bortolameotti et al. detected malicious TLS connections by using
both SNI and SSL certificate information [17]. They examined
the Levenshtein distance between the SNI and the top 100 most
visited websites, the structure of the server-name string in SNI,
and the format of the server-name string. Shbair et al. focused on
HTTPS traffic filtering based on SNI and evaluated the reliabil-
ity of SNI for identifying and filtering HTTPS traffic [18]. They
then showed a method for bypassing a firewall based on their in-
vestigation of SNI. However, their discussion covers only a single
connection, unlike this paper. They did not discuss the use of mul-
tiple SNIs in multiple connections. Kim et al. proposed a method
to classify network traffic by their application services [19]. They
used the certificate publication information field in TLS Hand-
shake, which was not encrypted. Similar to the other previous
work and our work, this work used a non-encrypted part of TLS.
They then showed that their method could identify services with
their simple experiment. This work is unique because it used also
session ID. However, they did not use occurrence vectors of a cer-
tificate, SNI, or other information that covered multiple connec-
tions. It was not shown that the method achieved high accuracy
in more complicated evaluations like our evaluation.

There are some works on service identification based on other
information. Ding et al. proposed an identification method of
service based on machine learning (random forest) [20]. This
method used different information from ours. The method used
the features like packet length and interval time. Yang et al. pro-
posed a method for the classification of TLS flows based on deep
learning [21]. This method also requires training and is based on
packet length and packet inter-arrival time. Shbair et al. proposed
a method based on many features such as the number of packets,
packet size, inter-arrival times, and their statistical values [22].
This method is also based on machine learning. Barut et al. pro-
posed a method for application classification from encrypted TLS
flows based on machine learning [23]. This method used the fea-
tures like port numbers, the number of packets, the number of
bytes, the time duration of the flow, etc. This method selected
features before training its model with some methods such as a
random forest. This method also is based on machine learning.
Like the work of Ref. [13], these methods also required training in
machine learning. Therefore, a method without training and ma-
chine learning, like our method, is also essential in addition ion
to these methods. These methods were based on some informa-
tion based on not service but network environment, for example,
inter-packet arrival time. These methods’ accuracies are expected
to depend on other traffic, while our method does not depend on
network conditions.

2.3 DPI
DPI is a packet filtering method at a network element. Its con-

cept consists of the analysis of the contents of the captured pack-
ets to accurately and timely discriminate the traffic [24]. It ana-
lyzes the payload of a packet to detect spam, malicious software,
or other attacks. A network element responsible for DPI collects
statistical information and determines whether the packet passes
based on the information.

Fig. 2 TLS Handshake.

2.4 TLS Handshake
A TLS Handshake is a process to establish a TLS session. Fig-

ure 2 illustrates the message sequence of this handshake. The
ClientHello message from the client to the server describes lists
of TLS protocol versions, cipher suites, compression algorithms
that can be used by the client, and a random number used as in-
put to the process for generating a key. The ServerHello message
specifies the version of the TLS protocol, cipher suite, and com-
pression algorithms to be used in the encrypted session. The Cer-

tificate message transmits the server certificate and the interme-
diate certificate. The ServerKeyExchange message specifies the
public key used for encryption when transmitting the common
key. The ServerHelloDone message indicates the completion of
the transmission of the Handshake messages from the server. The
client then verifies the server certificate. The ClientKeyExchange

message specifies the common key encrypted with the public key
transmitted from the server. Using the ChangeCipherSpec mes-
sage and the HandshakeFinished message, both the client and the
server confirm the changes in the cryptographic specification and
the completion of the establishment of the TLS session, respec-
tively.

The ClientHello, ServerHello, Certificate, ServerKeyEx-

change, and ServerHelloDone messages in Handshake messages
are not encrypted in TLS 1.2 or less. Therefore, the features
of services can be extracted by analyzing the payloads of these
messages based on DPI.

2.5 Service Identification Method Based on N-gram
Here, we explain the n-gram method [15]. Hara et al. [15] pro-

posed a service identification method based on n-gram.
Figure 3 shows the service flow model of the work of Ref. [15].

We also assume this model in this paper. This assumed that
multiple TLS sessions were established for each access to a ser-
vice. For instance, approximately 10 TLS sessions are established
when a user accesses “www.google.com” using a Web browser,
which is regarded as “one access” in this study. One TLS session
is established in each TCP connection. The n-gram method clus-
tered these sessions into several groups. In the case of this figure,
five TLS sessions are established. Three of these are clustered
into Group A, while the other two are clustered into Group B.
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Fig. 3 Traffic Model of One Accesses to the Map Service.

Transmitted data after sending the common key are encrypted;
thus, extracting features by inspecting them is almost impossi-
ble. The authors focused on packets sent from a server to a client
because data from a client to a server mainly contained infor-
mation on the client and might limit identification. Thus, the n-
gram method analyzes the ServerHello, Certificate, ServerKeyEx-

change, and ServerHelloDone messages.
This method consists of two phases: the preliminary investiga-

tion phase and the identification phase. In the preliminary inves-
tigation phase, the following steps are executed.
( 1 ) Access to each service is performed and their traffic is cap-

tured. The traffic is composed of TLS sessions.
( 2 ) The non-encrypted parts in the handshake messages of every

TLS session are analyzed, the frequencies of all the n-grams
in the parts are counted, and an n-gram frequency database
is created. The database stores the relationship between ses-
sions and frequencies of n-grams in it.

( 3 ) These sessions are clustered with the correlation coefficient
between frequencies of n-grams of sessions.

( 4 ) For each access, the number of sessions in each group is
counted. This number is called the group frequency. The
database that stores the relationship between the traffics cap-
tured in this preliminary investigation phase and the group
frequencies is created. This is group frequency database.

In the paper [15], 2-gram was used as an instance of the n-
gram. As the messages included not only text data but also bi-
nary data, the 2-gram is a byte-based n-gram. Step ( 2 ) counted
the frequencies of all the byte-based 2-grams, which were 0x00-
0x00, 0x00-0x01, 0x00-0x02, and so on. This method analyzes
the data between the message for choosing a protocol and that for
a sending server’s certification.

In the identification phase, the following steps are executed.
( 1 ) The traffic for identification is captured. It is composed of

TLS sessions
( 2 ) In each TLS session, the n-gram frequency of every byte-

based n-gram is calculated, and the correlation coefficient
between the frequencies of this session and every session in
the database is calculated. This method then classifies this

session into the group that has the largest average correla-
tion coefficient.

( 3 ) Based on the previous step, the number of sessions of every
group is counted. This is the group frequency of the traffic
for identification.

( 4 ) The distance between the group frequencies of the traffic for
identification and traffic in the group frequency database is
calculated using the Manhattan distance. Then, the service
with the smallest distance is determined as the identification
result.

This method calculates a correlation coefficient between two
vectors significantly many times. This method is severely time-
consuming and was evaluated with a small number of flows in the
paper [15]. We think that this method is not scalable and should
be modified to be more lightweight.

2.6 Clustering TLS Sessions and Clustering Abilities of the
Fields in TLS Handshake

Here, we introduce discussions on clustering the TLS sessions
based on the non-encrypted parts in TLS Handshake.

An existing method [15] counted the frequency of every 2-
gram in the non-encrypted part of the downloading flows and cre-
ated a vector composed of the frequencies of all 2-grams. The
method then calculated the correlation coefficient between the
vectors of two sessions and clustered the sessions with a corre-
lation coefficient higher than the threshold. This method did not
analyze the byte stream according to the TLS protocol specifica-
tion. This method searched also the field of random values for
2-grams. We expect that this behavior declined the accuracy of
this discussion.

Since the work of Ref. [15] demonstrated that the sessions
could be clustered using the values in the non-encrypted part, the
work of Ref. [25] investigated the ability to cluster of each field in
the TLS Handshake message in downloading flows, and the work
of Ref. [26] investigated the ability of each field in the ClientHello
message. The work then revealed that SNI, which was a field in
the ClientHello message, could classify the sessions into a suf-
ficient number of groups. However, the work did not present a
discussion on service identification.

3. Service Identification Methods Based on
SNI Analysis

In this section, we propose two methods for service identifica-
tion based on the SNI analysis: identification based on the host-
name in the SNI in the first TLS session [3] and identification
based on SNI occurrence [4]. The latter method is a more ad-
vanced one and the former method is nearly a variant of the latter
method. We propose the latter method in Section 3.1. We then
propose the former method in Section 3.2 as a variant.

3.1 Identification Based on SNI Occurrence
The method based on SNI occurrence is composed of a pre-

liminary investigation phase and an identification phase like the
existing method [15]. In the preliminary investigation phase, this
method creates a database for the relationship between the service
and the occurring SNIs in one access for the service. An access
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is defined in the second paragraph in Section 1. In the identifica-
tion phase, this method chooses the most likely service from the
given candidate services based on this database using Bayesian
inference.

The preliminary investigation phase includes the following
steps.
( 1 ) This method accesses each candidate service multiple times

and captures their traffic.
( 2 ) This method checks the occurrence of each SNI value

(whether the value is included in the SNI fields in all the TLS
sessions) in each access. The set of occurrences is called the
occurrence vector.

( 3 ) The method creates a database of the relationship between
each service and its occurrences, called the SNI occurrence

database.
Figure 4 illustrates the preliminary investigation phase. In this

case, this method accesses a mail service, and five TLS sessions
are established. Each session has an SNI field, and three types of
SNI values (sni1.com, sni2.com, and sni3.com) occur. Thus, the
occurrence vector is (1, 1, 1, 0). This vector is registered in the
SNI occurrence database.

The identification phase includes the following steps.
( 1 ) This method captures the traffic to be identified.
( 2 ) This method checks the occurrence of each SNI in all the

TLS sessions in the traffic and creates its occurrence vector.
( 3 ) The probability of each candidate service is calculated using

Bayesian inference with Eq. (1). The service with the high-
est probability is considered the identification result.

P(A | X) =
P(X | A)P(A)

P(X)
(1)

where P(A | X) is the probability of service A in the condition that
the occurrence vector X is observed. P(A) is the probability that
service A occurs. P(X) is the probability that the occurrence vec-

tor X is observed, calculated from the S NI occurrence database.
P(X | A) is the probability that the occurrence vector X appears
while accessing service A, calculated using the S NI occurrence

database.
In practical usage and our evaluation, the true probabilities can-

not be obtained. Therefore, these probabilities are obtained ap-
proximately from its limited observation or given in the experi-
mental setup in the evaluation.

3.2 Identification Based on Hostname in SNI in the First
Session

The identification method based on the hostname in the SNI
in the first TLS session restricts the number of dimensions of the
occurrence vector to be one and uses only the first TLS session in
one access. The SNI field of the first TLS session in each access
describes the hostname in the URL of the accessed service. This
proposed method identifies the service by the hostname only if the
hostname is unique in all the candidate services. If the hostname
is not unique but shared with n services, the candidate services are
narrowed down to n services, and the identification is completed.
The service is not uniquely chosen, and “one of the n services”
is the identification result. This method analyzes only the first

Fig. 4 SNI occurrence vector and database.

Fig. 5 Implementation of prototype.

session. Therefore, this method consumes little CPU time.

3.3 Design and Prototype Implementation
First, we explain our prototype implementation of the proposed

methods. We implemented our prototype system by Click Modu-
lar Router. Figure 5 shows its configuration file, which is a kind
of source file, of the elements of the Click Modular Router of our
prototype implementation. It contains four elements. The first
element provides packet data from a network interface card de-
vice or a dump file. The second element deletes the first 14 bytes
of the packet for trimming the Ethernet header. The third ele-
ment is a third-party Click element that we implemented. This
element creates a database in the preliminary investigation phase
and identifies its service with the Bayesian inference based on the
database in the identification phase. The fourth element trans-
mits the packet data to a network interface card device or dis-
cards them. For practical use, this implementation inputs packet
data from a network interface card, determines the identification
result, and outputs the packet data to another network interface
card. For performance evaluation, this inputs packet data from a
pre-recorded packet dump file, determines the identification re-
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Fig. 6 Sample situation of usage.

sult, and discards the data.
Next, we describe a design and an assumed situation wherein

a user utilizes the proposed method. Figure 6 illustrates a sam-
ple situation in a heavy disaster. In the figure, the nodes (1), (2),
(3), and (4) represent the network elements, i.e., network routers.
Link01, Link02, Link12, Link23, and Link34 are the links between
these routers and nodes. When a heavy disaster occurs, these
links will be severely congested. In particular, Link01, Link02,
Link12, and Link23 will be congested. We expect that service
identification and giving priority are performed as follows.
(1) at a mobile base station car near a struck area

Link01 and Link12 may be severely congested. The traffics of
some important services should be provided higher priorities by
identifying the service at the router in order to avoid being out of
service due to too heavy congestion.
(2) at a usual base station

Link02 and Link12 may be congested and some important ser-
vices’ traffics should be given higher priority.
(3) at a core router

Even when Link01, Link02, and Link12 are congested, the to-
tal amount of traffic at a core router in the Internet is remarkably
higher than those at base stations like (1) and (2). Thus, we expect
that identification at (3) requires very high computing resources
and is difficult. If it is possible, network slicing based on identi-
fied traffic is an effective way.
(4) at an edge router of ISP

The congestions at Link34 and Link45 will be less than those
at Link01, Link02, and Link12. In the cases Link34 and Link45 are
also heavily congested, the prioritization by identification will be
effective for transmitting important information.

4. Evaluation

This section presents the evaluation of the service identification
accuracy of the n-gram method [15] and proposed methods. The
n-gram method is significantly time-consuming and could not be
applied for our evaluation. Therefore, we modified the test data
for the n-gram method to be lightweight and evaluated the perfor-
mance with this lightweight dataset. We explain the lightweight
dataset for the n-gram method in Section 4.2. Approximate es-
timations of time to complete the evaluations with the original
dataset by the n-gram method also is discussed in Section 4.2.

4.1 Experimental Setup
We captured the packets of the IP flows in two seasons. The

Google and Yahoo services’ traffic were captured in September
and December 2018. MSN’s ones were in Oct. and Dec. 2020.
We evaluated the identification accuracies using these captured
traffics. The setup of the n-gram method is as follows. N of n-
gram is two and n-gram is 2-gram. The threshold of clustering
into the same cluster is 0.95. Every group contains ten TLS ses-
sions at most. This setup is the same as in Ref. [15].

For capturing the traffic data, we accessed each service 100
times in each season. The accesses were executed with Mozilla
Firefox 52.2. In every TLS session, the version of TLS was 1.2.
The SNI field was not encrypted. The captured data of 100 ac-
cesses are split into those of 90 accesses and 10 accesses. The
former and latter were used for training and testing, respectively.
We evaluated the accuracies without cross-validation. This is be-
cause the n-gram method is too time-consuming to be evaluated
with cross-validation. For reference, we evaluated only the pro-
posed method with Google data with cross-validation. The results
are described in Appendix A. The probability of each service was
uniform in Sections 4.1, 4.2, and 4.3. That is, P(A)s are the same
values. The probability obeyed the Zipf’s law [27] in Section 4.6.
Every service was accessed by executing the web browser in a
command line terminal with an option that specifies the URL.
All the packets were captured without filtering.

The methods were evaluated as follows. If a method identi-
fies the service correctly, its accuracy is counted as 1; otherwise,
it is counted as 0. If a method narrows down the candidate ser-
vices to n services and the correct service is included in them, it
is counted as 1/n. If a method narrows down the candidates to n

and the correct one is not included in them, it is counted as 0. For
example, in the case, the candidate services are A, B, C, D, and
E, and the correct one is A, the scores are determined as follows.
If a method identified the service as A, it is counted as 1 because
it is a correct identification. If it identifies as B, it is counted as
0 because it is an incorrect identification. If it narrows down the
candidates to two services and identifies as A or B, it is counted
as 1/2. The identification result A or B includes the correct one,
thus this identification is partially correct. This result is worse
than result A, which is a completely correct one, and better than
result B, which is an incorrect one. The score of the result A or B
(1/2) is between that of A (1) and that of B (0). If a method identi-
fies as A, B, or C, this result is also partially correct. The result is
better than an incorrect one like B, and worse than the result with
two candidates like A or B. Therefore, its score (1/3) is between
0 and 1/2. If a method does not identify the service, the result
is A, B, C, D, or E, and its score is 1/5. This is a partially cor-
rect identification and better than an incorrect identification like
B. However, the result is not highly valued and its score is around
the score of an incorrect one.

The target sites are chosen from sites that are frequently ac-
cessed and provide many services. The rank of the frequently
accessed sites was published in Alexa Top 100. The chosen sites
meet these two conditions. On these sites, the services cannot be
identified based on IP addresses and port numbers. The site used
a set of IP addresses for services and the address dynamically
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changed. We then cannot find a relationship between IP addresses
and services. In these services, the port number 443 and the num-
ber did not help with identification. All the communications were
encrypted in TLS. Except for the limited non-encrypted fields in
Handshake could not be analyzed.

4.2 Lightweight Dataset for the n-gram Method
This subsection explains a lightweight dataset for the n-gram

method. Before this explanation, we show an estimated time to
complete our evaluation by the n-gram method with the original
dataset.

As shown in Section 2.3, the n-gram method counts the fre-
quencies of every n-gram in the non-encrypted part of the TLS
handshake and creates the n-gram frequency database. It then cal-
culates the correlation coefficient between two vectors’ n-gram
frequencies for clustering a TLS session. The number of cal-
culated correlation coefficients is proportional to the number of
TLS sessions that are already registered in the n-gram frequency
database. The time to create an n-gram frequency database is
proportional to the square of the number of TLS sessions to be
registered, i.e., o(n2). In the case of 2-gram, the number of kinds
of 2-grams is 65,536 and a vector of frequencies has 65,536 ele-
ments. Calculation of two vectors of 2-gram frequencies takes a
non-short time.

We reduced the size of the Google 15 services’ traffic and mea-
sured the time to cluster them. In the case of reduced traffic, ev-
ery service’s traffic contains 20 accesses. All this traffic contains
6,948 TLS sessions. It took two days, three hours, and 47 minutes
to cluster all these TLS sessions on our computer. We can esti-
mate it takes around 45 days to cluster the non-reduced Google 15
service’ traffic in which every service contains 90 TLS sessions
with an assumption of o(n2). This was too hard for us and had to
reduce the size of datasets for the n-gram method. We reduced
the size of datasets for n-gram in our experiments in Sections 4.2,
4.3, and 4.4. The reduced datasets of Google 15 services and Ya-
hoo 10 services contained 10 accesses and 10 accesses in each
service for the training data and testing data, respectively. The
reduced dataset of MSN six services contained five accesses and
five accesses in each service for training and testing. The original
datasets contained 90 accesses and 10 accesses in each service for
the training and testing data, respectively.

4.3 Google Services
We first present the evaluation using the 15 Google services in

Table 1 in this subsection. Figure 7 shows the average identifi-
cation accuracies where the horizontal axis represents the season
of capturing packets, and “Average” represents the average of the
accuracies in two seasons. The method based on n-gram is the ex-
isting method (n-gram method) [15]. The methods based on host-
name in SNI in the first session and based on SNI occurrence are
the proposed methods. If the proposed method is given an occur-
rence vector that is not registered in the SNI occurrence database,
it does not identify the service and the accuracy is counted as
1/15.

The results in the figure show that the accuracies of the pro-
posed methods (the orange and gray bars) are higher than that

Table 1 Candidate Google Services.

Fig. 7 The Identification Accuracy with 15 Google Services.

Table 2 Candidate Yahoo Services.

of the existing method (the blue bars). Especially, that of the
method based on SNI occurrence was the highest in all the cases.
The average ratio of inaccurate identification was decreased by
54%, i.e., from 28.67% to 13.30%, by the method based on the
hostname in the SNI in the first TLS session. It was decreased
by 69%, i.e., from 28.67% to 8.9%, by the method based on SNI
occurrence.

4.4 Yahoo Services
We also evaluated the methods with the ten Yahoo services

in Table 2. Figure 8 depicts the identification accuracies. The
accuracies of the proposed methods are the highest on average.
Although the accuracy of the proposed methods was slightly less
than that of the n-gram method in the case of the captured packets
in September 2018, that of the proposed method was significantly
higher in the case of the packets in December 2018. The average
ratio of inaccurate identification was decreased by 72%.

4.5 MSN Services
We evaluated the methods also with the six MSN services in
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Fig. 8 The Identification Accuracy with Ten Yahoo Services.

Table 3 Candidate MSN Services.

Fig. 9 The Identification Accuracy with Six MSN Services.

Table 3. Figure 9 shows the identification accuracies. The accu-
racy of the SNI occurrence method was the highest on average.
In particular, the difference between them with the traffic on Oct.
2020 is significant. The average ratio of inaccurate identification
was decreased by 41%.

4.6 Google Services with Zipf’s Law
This subsection evaluates the methods in an assumption that

the probabilities of occurrences of services obey Zipf’s law. Ta-
ble 4 describes the number of accesses in the testing data. This
ranking of services was defined subjectively by ourselves. The
detailed explanations of Zipf’s law and the number of accesses in
the table are presented in Appendix A.2.

Figure 10 shows the results of the SNI occurrence method.
The other methods do not depend on the probabilities of occur-
rences of services and the same result will be obtained with and
without this assumption. These results indicate that the results
of the SNI occurrence method with and without the assumption
were quite similar. These imply that the SNI method works well
regardless of the balance of occurrence probability. Exactly writ-
ing, the method works slightly well with a biased probability.

4.7 Overhead
Here, we evaluate the consumed time for identification by ev-

Table 4 The number of accesses in the testing data and the ranking of ser-
vices.

Fig. 10 The Identification Accuracy with 15 Google Services with a proba-
bility obeying the Zipf’s low.

ery method. Figure 11 shows the average consumed time to iden-
tify the service. We identified the 15 Google services using the
data captured in Aug. 2019. We identified the packets of 10 ac-
cesses for each service. The experimental setup is described in
Table 5. We measured the time of identification in a virtualized
environment. Naturally, the time to identify will be remarkably
shorter if a user uses the proposed method in a host operating
system.

The average identification time of the existing method was re-
markably larger than those of the proposed methods. We can say
that the existing method is much harder to be applied in many
cases. That of the method based on hostname in SNI in the first
session was less than that of the method based on SNI occur-
rence. In this aspect, the method based on hostname achieved
better performance even though its accuracy was less than that of
the method based on SNI occurrence. Thus, in case the identifi-
cation time is important, the method based on hostname in SNI
in the first session is a suitable way.
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Fig. 11 The Identification Accuracy with Six MSN Services.

Table 5 Specification of the experimental computer.

For reference, we implemented the n-gram method in Python
and compared the time. The comparison is described in Section 5.

5. Discussion

First, we discuss the reason why the proposed methods, espe-
cially the method based on SNI occurrence, achieved an accu-
racy higher than that of the existing method based on the n-gram.
This existing method does not analyze field values with proto-
col analysis but analysis all the bytes in the header including the
random values and creates an n-gram database. Therefore, this
existing method cannot focus on information that is important for
identifying its service and the random values must decrease the
accuracy. On the contrary, the proposed method based on SNI
occurrence extracts important information [25] by analyzing pro-
tocol data units and trains using this information. As a result, this
method can identify the service with higher accuracy.

These behaviors affected the stability of the accuracies of the
methods. As shown in Figs. 7, 8, 9 and 10, the accuracies of
the proposed methods did not strongly depend on the capturing
season. However, that of the n-gram method did depend on the
season in Fig. 8. One of the reasons is that the n-gram method
analyzed also random values. The effect of these random values
made the accuracy unstable.

Second, we compare the two proposed methods. The rea-
son why the method based on SNI occurrence outperformed the
method based on hostname is that the method based on hostname
cannot distinguish services if they have the same hostname in the
accessing URL. On the other hand, the method based on SNI
occurrence compares the SNIs in all the TLS sessions. In most
cases, these SNI occurrence vectors are not the completely same
and the method based on SNI occurrence can distinguish services
in many cases.

Third, we discuss the possibility of decreasing effectiveness
over time. We expect that the effectiveness of the proposed meth-
ods will decrease as the implementation of service is updated in-
volving a change of used services and SNIs. This decrease can
be relieved by updating the training data. As shown in Section 4,

the proposed method, especially the method based on SNI occur-
rence, can achieve enough accuracy regardless of the seasons of
capturing. This implies that the methods can keep enough accu-
racy by updating the training data.

Fourth, we discuss an avoiding and disrupting method for the
proposed methods. The proposed methods identify the services
using SNIs. Thus, change in occurring SNIs can decrease their
accuracies. However, we expect the methods can suitably iden-
tify service with small revision if the mainly used services are
the same and some dummy servers are connected. In the work of
Ref. [28], it was demonstrated that a method with ignoring non-
important SNI increased the accuracies. Thus, the negative effect
of connecting useless servers for adding dummy SNIs can be re-
lieved by ignoring non-important SNIs. This ignoring is expected
to be useful for relieving the decrease in effectiveness over time
if the mainly connected servers are the same.

Fifth, we discuss the service that the proposed method identi-
fied with high and low probabilities. The proposed method could
not identify the service from flows of Google Documents, Google
Sheet, Youtube home, and Yahoo Finance while this method
could identify highly accurately for the other services. In the
cases of Google Documents and Google Sheet, their occurring
SNIs are the same. Consequently, these services cannot be iden-
tified suitably by this method. The numbers of TLS sessions of
each SNI of these services also are very similar. Thus, these can-
not be identified highly accurately even if the method is improved
for taking the number of each SNI into account. We think that
this is the limitation of this approach. In the case of Google
Youtube home and Yahoo finance, the numbers of kinds of oc-
curring SNIs are much larger and keep increasing. We discussed
this problem in Refs. [29], [30]. We investigated the occurring
SNIs and showed that many of these SNIs are automatically gen-
erated [29]. We then proposed to cluster these automatically gen-
erated SNIs into one group [30]. The evaluation demonstrated
that this newly proposed method with clustering improved the
accuracies of identifications for Google YouTube home.

Sixth, we discuss the target accuracy. We think the accuracies
in Figs. 7, 8, and 9 of the SNI occurrence method are sufficient
in some cases, such as providing higher priority to some impor-
tant services in a heavily congested condition. In such condi-
tions, non-100% accuracy also useful by improving the quality of
services. In addition, inaccurate identification does not cause a
severe problem.

Seventh, we discuss the time to identify a service by the n-gram
method. For reference, we implemented the n-gram method. It
was not implemented in the Click Modular Router but a Python
program. The Python program is only for the evaluation of the
identification time and does not have a function for switching.
The average time of identification of the n-gram method was
456 s, which was around 2,000 times larger than that of the SNI
occurrence method. These times cannot be fairly compared be-
cause one is implemented in C++ language and the other is im-
plemented in Python. However, the 2,000 times difference cannot
be justified by the difference between Python and C++. Thus, we
can expect that the identification time of the proposed methods
are significantly less than that of the n-gram method.

c© 2023 Information Processing Society of Japan



Electronic Preprint for Journal of Information Processing Vol.31

Eighth, we discuss the data size for evaluation. In our evalu-
ation, we accessed every service 100 times. The larger the data
size is, the smaller the bias and noise are. In the work of Ref. [29],
the authors surveyed the relationship between the number of ac-
cesses and their distribution. The result in it implied that the dis-
tributions with 100 data and more data were not quite different.
The distribution saturated hundreds of accesses. We then expect
that similar results will be obtained if we evaluate the methods
with larger data.

Ninth, we discuss the limitation of the proposed methods. As
we described, the proposed methods are based on SNI and cannot
identify services if the occurring SNIs are completely the same.
In our evaluation, Google Document and Google Sheets cannot
be distinguished due to this issue. In the case of giving high pri-
ority to important services in a disaster, this issue is expected not
to be important because both Document and Sheets are less im-
portant than some rescue or communication applications. In the
case of zero-rating services, we think this is not a serious lim-
itation because most of the existing zero-rating services are not
provided with this granularity.

Finally, we discuss a way of implementation and the cov-
ered area of the proposed methods. The proposed methods can
be implemented in network elements. The programmability of
networking devices [31] is increasing, and network switches can
be easily controlled using these methods. Especially, a pro-
grammable application switch [32] based on DPN provides the
way for the implementation of complex functions in network de-
vices based on payload analysis (e.g., DPI).

Our methods cannot be used for communications with TLS 1.3.
However, most current communications are using TLS 1.2 or
less [33]. Thus, our methods are effective now and for some years
in the future. For TLS 1.3, another study on investigation of the
ability to cluster sessions of each field in non-encrypted part in
TLS 1.3 like [25] is required.

6. Conclusion

In this paper, we focus on service identification of IP flows
from the captured packets data that are encrypted with TLS 1.2
or less. We then proposed two methods based on hostname in
SNI and SNI occurrence. Our evaluation showed that our meth-
ods could identify the service more accurately than the existing
method which was based on n-gram of the non-encrypted part of
TLS sessions.

In the future, we plan to evaluate our methods with a wider
variety of services providers.
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Appendix

A.1 Comparison of Results with and without
Cross-validation

In the case of the Google 15 services, the accuracies of the
proposed method with and without cross-validation were 91.95%
and 92.80%, respectively.

A.2 Zipf’s Law

Zipf’s law is an empirical law of a relation between the fre-
quency of occurrence of an event and its rank when the events are
ranked concerning the frequency of occurrence [34]. The most
frequent one is ranked as the first one. The Zipf’s law equation
states that:

f (r) =
C
rα

where r is the rank, f (r) is the frequency of occurrence of the
event at rank r, and C is a constant. α is 1 in usual cases. Zipf’s
Law was originally concerned with word frequency. It stated that
the frequency of a word is inversely proportional to its rank.

In this paper, we assume that the relation between the fre-
quency of access to a service and its rank obeys this law. In the
case of Table 4, C is 452. The frequency of the r-th service was
approximately C/r. The order of this ranking was defined by the
authors.
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