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Abstract: Software design or more particularly Ul design is naturally an ill-structured task. The wide scope
of design in this domain makes the routine strategies not always successful. The concept of creativity is among
the preliminary necessities that may arise. Having a creative system allows us with the small knowledge base
deal with a considerable variety of problems. In this article we discuss how we interpret and implement a model
for creative design, and how it is a successful approach for UI design. In this regard as the basic definition for
creative design we have assumed a kind of design which can not directly be derived from the knowledge stored
in knowledge resources, instead the system has to take into account some implicit relations to figure out some
hidden knowledge which enable the system to find the solution.
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1  Imtroduction

The goal of this work is increasing creativity in
design, when using CBR. Since creativity is basi-
cally in the nature of design, design without cre-
ativity is an incomplete work. Although it is not
necessary to always be creative, adding creativ-
ity allows considering more alternatives to find a
better solution and sometimes the only solution.

Design and specially creative design basically
has an ill-structured nature, since most of the
time there is no predefined framework to cover
the whole task. This makes CBR an appropriate
candidate to deal with it. To formulate creative
design we have selected the model which is ex-
plained in Section 2.1. We discuss how we inter-
pret and implement the concepts of this model.

QOur major motivation for using creativity in
design is that the (optimal) solution can not al-
ways be derived relying on the knowledge stored
in knowledge resources, instead the system should
extract some implicit relation to find out some
hidden knowledge which sums to a novel solu-
tiom.

Using this idea we have depicted the whole
complementary knowledge necessary for reason-
ing with cases in a network called Interpretation
Network (IN). IN interacts with the case base.
Whenever IN receives a problem it tries to find
amy possible interpretation considering both im-
plicit and explicit relations in the network.

As the application we introduce software de-
sign or more particularly Ul design. In designing
such a program usually the human experts rely
extensively on their experiences. Besides creativ-
ity in using these experiences is a vital issue. In
the following we discuss how to build a system
which produce creative design, and then how we
use this system in Ul design.

2 Design

Design is the process of specifying a description
of an artifact that satisfies a collection of con-
straints. Although constraint usually means some-
thing that is either satisfied or not, here we mean
softer restrictions, such as preferences [1].

The variation of design classes although have
been described in many ways, clustering them
into three main classes: routine, innovative, cre-

ative has been well accepted in this field. In rou-
tine design both the knowledge sources and the
problem solving strategies are known in advance.
In innovative design, only the knowledge sources
are known in advance, while in creative design
neither is known [1, 11].

2.1 Creative Design

The need for creative design normally arises when
the system can not directly derive the solution
using the knowledge base. It needs to use some
implicit relations which sum to a novel solution.

As the existent models for the creativity pro-
cess we can point to Wallas’s model as the earli-
est work in this field. Wallas [1] introduced the
model in four steps: preparation, incubation, il-
lumination, and verification. Preparation is the
process of formulating the problem, incubation
corresponds to the gemeration and formulation
of possible solutions, while it is subconscious or
partially conscious. Ilumination is the stage in
which the solution is consciously proposed and
the important insight about the problem occur
to the creator anexpectedly. Finally verification
is the process of evaluating the creative proper-
ties.

As the other model we can point to Bhatta
and Goel’s [2] definition of creative design. They
define creative and innovative design against rou-
tine design. While in routine design both the
variables and the ranges of values they can take
are fixed, in innovative design the variables of
design problem are fixed but the ranges of val-
ues may change, and in creative design even the
variables may change. Besides innovative and
creative design involves the reminding of analogs
from domains different and distant from that of
given problem. In their model innovative and
creative design involves non-local adaptation of
design analogs, and also evaluating candidate de-
sign plays a key role in innovative and creative
design.

In the model introduced by Gomes et. al
[3] the main idea is design space exploration as
a way of generating creative design solutions.
Other focused issues in this model are problem
elaboration phase and adaptation process, such
as composition of different parts of design and
thematic abstraction.
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Wills and Kolodner [4] define their model as:
problem re-description, evaluation, assimilation
and strategic control. Problem re-description is
generating multiple ways of describing a prob-
lem which provides several different contexts for

specifying what would be relevant, if remembered.

Evaluation is the process of not only checking
for satisfaction of constraints, but also allowing
the evaluative issues to emerge in the course of
evaluating. Assimilation is the process of com-
paring and contrasting alternatives with one an-
other along the dimensions relevant to the prob-
lem context. Strategic control refer to process of
moving fluidly between various problem pieces
and design process instead of following a rigid
methodical plan detailing what to do next.

Although we think that all the introduced
models for creativity have common points (e.g.,
reformulating the problem and evaluating the so-
lution), we believe that in Kolodner and Wills’s
model the steps are more explicit and this model
can cover our definition of creative design ex-
plained earlier. However we also think that all
the other models semehow imply the process ex-
plained in this model in other terms.

3 Case-Based Creative Design

Case based reasoning is an appropriate approach
for the ill-structured tasks. Desigr and specially
creative design are naturally ill-structured tasks.
Also one of the characteristics of design is that
designers rely extensively on past experiences in
order to create a new design [16]. Therefore CBR
prepares a good framework to deal with creative
design.

Creative design in CBR perspective is in fact
the process of using the well-known pieces of de-
sign in unusual way or modify well-known design
in unusual way [5]. In the following we discuss
how we interpret and implement the concepts de-
scribed in creativity model.

3.1 Knowledge Resources in CBR

The need for creative design raises because the
solution can not directly be derived from the
knowledge stored in knowledge resources. In this
section we describe the knowledge resources.
Richter [6] has described four containers in
which a CBR system can store knowledge. This

knowledge may include domain knowledge as well
as problem solving knowledge which describes
the “method of application” of the domain knowl-
edge inside the container. The four containers
mentioned are:

1. The “vocabulary” used to describe the do-
main

2. The “case base”
3. The “similarity measure” used for retrieval

4. The “solution transformation” used during
adaptation

A CBR system developer has to decide how
the knowledge should be distributed among the
containers to have more efficient system.

3.2 Interaction Between the Knowl-
edge Resocurces

If there is not enough knowledge available to fill
one container as requested, there is a need for
knowledge transformation from some containers
to others [12]. However in our work we are using
the containers interaction instead of transforma-
tion, which means in any step of reasoning we
are not only considering the knowledge needed
to reason in that step but also the knowledge
needed for future steps. This will let us be flex-
ible enough to use any knowledge resource in a
wider domain.

Adaptation is a compensatory part of CBR
[3]. It allows us to consider the knowledge missed
from the other parts and derive a better solu-
tion. This provides a good framework for adapta-
tion knowledge to interact with other knowledge
resources in order to improve the performance.
Interaction between adaptation knowledge and
similarity measure has been previously used in
DéjaVu [8] and RCR [8]. However we consider
interaction between all the knowledge resources
(see Figure 1). This enables us tc have a bet-
ter view of the whole procedure in each step of
reasoning.

4 Reformulating the Concepts
of Creativity '

As we explained there are four main concepts in
the selected model {Re-description, assimilation,




Interpretation
Network

Vocabuiary

to describe
the domain

Adaptation

Similari
ty Knowledge

Measure

Case-Base

Figure 1: Interaction between Knowledge Re-
sources

evaluation, strategy control). In the following
we explain how we implement each of these con-
cepts.

4.1 Re-description

In the Section 3.2 we pointed out how to use
adaptation knowledge in other steps of reason-
ing. Base on that idea, here we want to use adap-

tation knowledge in situation assessment step which

may help us to interpret the problem in any pos-
sible adaptable way, and lead us to re-formulate
the problem in the first step.

4.2  Assimilation

Assimilation is the process of comparing and con-
trasting alternatives with one another along the
dimensions relevant to the problem context. To
formulate this concept we describe a term dy-
namic similarity. By dynamic similarity we mean
that two constraint may be highly similar in a
sitnation while they may differ under the other
situation.

Aspect [7] defines some aspects for the cases
and depict them in a network in which any node
is a polyhedron and represents a case. Bach face
defines an aspect. The link between each face of
a case to the face of another case has a weight
which defines its similarity. The combination of
these weights will give us the total similarity be-
tween any two cases.

However we define it in the other way. We
define a function for dynamic similarity which
takes into account the issues important for find-
ing similarity between two constraint. We are
not considering a global case here, rather we find
the similarity between two constraint considering
the situation dynamically.

4.3 Evaluation

To formulate this concept we have defined an-
other metric as probability of acting well. We
have not only based situation assessment on adapt-
ability of constraints, but also define adaptabil-
ity as the base, to define similarity. So we have
assumed a weight for each adaptation method.
This let us consider the likelihood of deriving a
good solution using that adaptation knowledge
when anticipating the alternatives.

Dynamic similarity and probability of acting
well together provide a framework to evaluate
the solutions and rank the selected alternatives
to derive the best solution.

4.4 Strategic Control

Considering interaction between knowledge re-
sources breaks the strict consequence of prede-
fined procedures to a more flexible one, by giv-
ing a global view of the whole reasoning in every
step.

5 Computational Model

To implement the model we introduce Interpre-
tation Network (IN). Each node in the IN repre-
sent a constraint with which we describe cases.
The goal of building IN is :

e To propagate the condition along the net-
work to realize which other constraints should
be satisfied and is not directly clarified in
the query case (constraint propagation net).

o To find a set of equal explanations for a
constraint which enables us to re-interpret
the problem or in the other word to expand
the search space to get a more complete
view of the problem.

o Weighting the similarity between those equal
constraints and original one, dynamically
considering situation.
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e Specifying the adaptation knowledge, re-
quired for each equivalent constraint.

A similar work of using network has been re-
ported in [14]. The network has been called CRN
(case retrieval network) and is in some sense sim-
ilar to ANNs (Artificial Neural Nets) since the
inferences are performed by propagations of acti-
vations. New cases are related to former ones by
similarity computations. The difference between
IN and CRN is mainly in considering adaptation
knowledge, and also propagating constraint as a
constraint propagation net. Considering adap-
tation knowledge enable the system to take not
only the similar cases into account but also con-
sider any possible interpretation. However the
similarity of two methods lets those two to have
some common advantages such as performing re-
trieval in a bottom-up fashion.

We define two type of links in the IN. One
sort will present adaptability and will find sim-
ilarity, while the other kind just propagate the
constraint in order to realize what other restric-
tions it should consider and represent the con-
straint network. For the first kind of links we de-
fine a weight. The weight of the links will present
the degree of similarity between two concepts.

The knowledge depicted in the network re-
flects adaptation knowledge as basis and similar-
ity measure in the second place. The nodes in the
network express the vocabulary needed to define
the domain. All together we can see three con-
tainers of four containers in Richter model has
been covered here. The last container which is
Case-based itself. Therefore the network covers
all the complementary knowledge necessary for
case-base, and these complementary knowledge
can interact with each other in a flexible way.

5.1 Definition of the Interpretation
Network (IN)

We present the network by N = {A,9,8,0Q,t} :
(A) which represents nodes in the network, is a
finite set of constraints

(®) represents the set of links which express con-
straint network. They connect each constraint
to another constraint with logical AND, which

means the solution should satisfy both constraints.

{ @) represents the set of links which express
adaptation knowledge, each link in this sense is
a pointer to adaptation knowledge which allows

making that link. It is not important that what
is the supporting source for adaptation knowl-
edge. Therefore it enables us to use any available
source of knowledge.  This kind of link connects
any two constraint with logical OR which means
the solution should fulfill either of them.

(£2) defines similarity measure. It is in fact the
weight of the links. It includes the concepts of
dynamic similarity and probability of acting well
in it in the way that it derives from multiplication
between these two metrics. When propagating
an action in the network, the similarity measure
between two nodes depends on the weight of the
links in the path connecting these two nodes. It
derives from multiplying the weight of the links
in the path.

( t) identifies a threshold for propagation. The
action will be propagated along the network while
the total weight of a path is greater than ¢.

Figure 2 gives a general view of the network.

Figure 2: The Interpretation Network (IN)

5.2 How the Network Performs

Defining a query case for the network a set of con-
straint will be activated, then the action should
be propagated appropriately. The system will do
it in two steps. Stepl is activating the nodes us-
ing © links. The output of this step is having a
set of constraints which are related to each other
by logical AND.

The next step is activating the nodes using
& links. In this step for each constraint we will
have a set of possible alternatives which are con-
nected to each other by logical OR. The system
also measures the similarity between the given
constraints and possible alternatives in this step.
The similarity measure will be done using 2 func-
tions. These functions as we explained are mul-
tiplication between two metrics: dynamic simi-
larity and probability of acting well.
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Dynamic similarity normally contains a set of
issues which are important to make each link. It
in fact considers the presence or absence of each
constraint and assign a weight to this consider-
ation, so that it can realize under these given
constraints (situation) how similar are each pair
of nodes.

Probability of acting well, however is prede-
fined. The system will learn by modifying this
metric. So it will dynamically change over the
time by new experiences. It basically defines the
strength of the knowledge source which has made
the link.

Totally in this step system propagates the ac-
tivation concerning the weight of links and con-
tinue propagation until it finds the total weight
under the threshold. Finally instead of each con-
straint in the output of Stepl we will have a set
of constraints which in fact is a set of possible
formulation for that query case.

Stept Step?
Query Case [a>) )

\y
{yn j‘xk’ <5/ \3) (é (@) Exionded set
Set of of constrainis

et Of .

" Constraing Adaptation
Consireints Wet. Net.

imerpretation Neltwork
Figure 3: How the IN performs

In the output of the IN there is an extended
set of constraints, in which for each constraint in
query case and also additional constraints added
in Stepl, there is an equal constraint. The sys-
tem then looks for a case in the case base which
satisfy an appropriate subset of this extended set.
Figure 4 makes this procedure clear.

Query Adaptation knowledge New

Case (@) Desi;
4 )

Case
Extended Base Selocied set
setof of Cases
Constraints renked by
degree of
similarity

Figure 4: General view of the the sysiem

5.3 Advantages of Using the IN

We can classify the advantages of using network
in the following items:

o Prepare a good framework to integrate any
available knowledge source for adaptation.

e Cover all the complementary knowledge re-
quired for reasoning with cases .

o In order to simplify the process of retrieval
usually case base systems use indexing to
make the process faster and by general-
ization protect the system against missing
some relevant cases. The network will ad-
dress these problems by considering any
possible interpretation instead of general-
izing, and measuring similarity for those
cases which have the possibility to be sim-
ilar and adaptable, instead of doing it for
the whole case base to make it faster.

o Possibility to combine the network with con-
straint net

e Provide a good framework for interaction
between knowledge resources by propagat-
ing the action and considering the weight.

6 Learning

One of the important concepts in CBR is learn-
ing. Learning in our system can be done in two
ways: Learning in the IN, Learning in the case
base.

Hammond [13] has defined an interesting frame-
work for learning from failures in CHEF. When-
ever CHEF gets aware of a faulty plan recog-
nizes the cause of the failure by a causal model,
then considers the possibility of having failure
under similar situation and add a goal to its
goals, which satisfying this additional goal will
protect the system against having failure. Back
to the IN, the similar action will be done in con-
straint network. It is by making a new © link
that the system considers a constraint which sat-
isfying it saves the system of repeating a failure.

Learning a new adaptation knowledge is pos-
sible through making a new ® link. The system
can also improve the performance by modifying
the weight of the links using the experiences.
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7 Ul Design as an Application

Before presenting details we have to explain what
is UT design what are the important issues and
finally why creativity is necessary and why we
think CBR can be appropriate.

UI design is a task that normally an expert
relies on its experience to design a new layout.
A user interface should be easy to understand,
easy to use and should be aesthetically pleasing.
Therefore although we can find a number of rules
in this domain but the experts mainly rely on
their experiences (cases). They have a library
of experiences in which they know which of the
designs were successful and which failed and why.
So whenever they get a new demand they try to
use these experience to design a successful UL

The designer should also have a creative na-
ture to understand the user’s demand and inter-
pret it in the right way which enables him to
have wider view to the problem. Also sometimes
it is necessary to extract some implicit knowl-
edge from the experiences which sum to a novel
design, which we call creative design.

To build our system we have collected a li-
brary of cases which is a collection of useful user
interfaces. Over the time it will save more cases
and get more complete. To describe any case we
have defined a number of features with which we
can cover the case description. In this regard we
have considered the lessons each case can teach
and the goals it can satisfy as the basic factors.
The solution of the case is the generated code
for that UI program and also the view of how it
looks like. The cases are stored in a case base
which contains their description, solution, and
some warnings for the possible trade-offs as out-
come.

The user of the system will explain his re-
quest with the terms that the system offers. In
fact the user will explain the kind of input and
output which he wants to have and also the aim
of the UI by describing the function over the in-
put which will give us the output. The request
page with which the user explains his request to
the system looks like Figure 5.

Choosing each items of input, output or func-
tion list in the request page gives another window
in which the user can specify his demand in more
detail. Figure 6 shows a sample of how the user
explains the function.

Figure 5: Request page

Figure 6: Detailed request page

The system tries to re-interpret the user re-
quest in any possible way and find a similar adapt-
able case in its case library. Then in the next
step using adaptation methods it tries to adapt
the solution to fit he problem. The kind of adap-
tation which we are using in this work are substi-
tution and transformation. In this way for each
possible adaptation we have defined a method
(e.g., a method which substitute a button with
a checkbox). So when the system finds the most
similar case considering the necessary adapta-
tions it will call these methods and modifies the
case.

Dynamic similarity here is in fact the similar-
ity between any two input considering the func-
tion which we are willing to do over them. For
instance numeric input and adjustable value for
input can be similar if the goal is just to com-
pare two value, and it is possible through an



adaptation method which converts TextField to
a Scrollbar.

Also the system has another advantage and
that is, the final answer is still modifiable which
means the user can modify the final version of
solution in the way that it can delete some com-
ponents or add some new components or even
substitute some components, The system will ap-
ply these modification doing the same process of
adaptation by calling an appropriate method.

The system finally stores the new case for fu-
ture use if it is worth storing. To distinguish
whether a case is worth storing, the system ana-
lyzes how many adaptation methods it has used
to derive the solution. If the number of the adap-
tation methods are high the system assumes the
case as worth storing since it can not be easily
derived from the case base.

As the similar work we can point to the sys-
tem AskJef [15] which gives a prototype of a
human-machine interface similar to the one that
the user is asking. It also gives some guidelines.
However the adaptation is left to the user.

8 Conclusion

To raise the performance of a system it is not
always necessary to validate the knowledge base.
Adding creativity to the system enables the sys-
tem with the limited knowledge base deal with
a wider task. In this article we have introduced
the model for creativity which we have selected
as the base of our work. We have described the
concepts of this model and for each of them we
have suggesited a way to implement it.

An application is in UI design. In this do-
main designers normally rely on their experiences
to produce a good UL Creativity is also an im-
portant factor in this field. We have explained
how our system addresses these issues in this do-
main. To implement the system we have used
Java language. Ul cases are also written in Java.
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