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Approximation Algorithms
for the Traveling Salesman with a Drone

Mohd Shahrizan bin Othman1,2,a) Aleksandar Shurbevski1,b) Hiroshi Nagamochi1,c)

Abstract: We examine a routing problem arising when an unmanned aerial vehicle (UAV), or drone, is used in a
combination with a truck for the last-stretch of parcel deliveries to end customers. Agatz et al. (ERIM Report Series,
Reference No. ERS-2015-011-LIS (2015)) proposed a (2 + α)-approximation algorithm for the Traveling Salesman
Problem with Drone (TSP-D), with the minimum spanning tree heuristic for the TSP and with no drone deliveries.
With this work, we propose an improved, min{3/2+α, 1+

√
n}-approximation algorithm for the TSP-D where n is the

number of customers that need to be served.
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1. Introduction
The last-stretch (or last-mile) delivery services have changed

dramatically over the years. Traditionally, delivery trucks have
been used to manage these tasks. However, recent technologi-
cal innovations have arisen in which Unmanned Aerial Vehicles
(UAV-s), or drones could be utilized to support parcel deliver-
ies [3], [4], [11]. With the prediction that drones could enhance
the competency of delivery operations, major delivery and logis-
tic companies are investigating the benefits of unmanned delivery
drone services.

There is an emerging body of research that considers the com-
bination of a truck and a drone for the last-stretch delivery prob-
lem, see, e.g., Ha et al. [6], Murray and Chu [8], and Ponza [10].
All of these works ask to concurrently resolve a route for both
the truck and the drone to complete all deliveries with the least
amount of time.

Apart from the combination of a truck and a drone as heteroge-
neous delivery vehicles, there are several works in the literature
that consider a setting where the last-stretch delivery can only be
performed by the drone, see, e.g., Mathew et al. [7] and Othman
et al. [9].

In this study, we undertake a scenario in which a delivery truck
and a drone collaboratively perform the last-stretch delivery of
parcels to customers’ doorsteps. This work builds upon the study
of Agatz et al. [1], where they established the Traveling Salesman
Problem with Drone (TSP-D). They work on the collaboration of
a single truck and a single drone to serve all customer locations
by either the truck or the drone, and ask to find the shortest tour
in terms of time to complete all parcel deliveries. In their study,
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they assume that both the truck and the drone travel on the same
road network. The truck and the drone are required to start and
end their route at a designated depot. The drone has unit payload
capacity, and it never delivers two parcels consecutively with-
out rendezvousing with the truck. The pickup of parcels from
the truck can only take place at the customer locations. In other
words, the drone can only land on and depart from the truck while
it is parked at a customer location or the depot. They also consid-
ered that the drone’s speed is a constant α times higher than the
truck’s speed, and allowed the drone’s launch and rendezvous to
be at the same point. They proposed a (2 + α)-approximation al-
gorithm for the TSP-D, with the minimum spanning tree heuristic
for the TSP and without drone deliveries. In addition, they formu-
late this problem as a mixed-integer programming (MIP) and ex-
pand various “Truck First, Drone Second” heuristic procedures,
based on local search and dynamic programming.

With this work, we propose an improved approximation algo-
rithm for the TSP-D. We show that in metric graphs, there is a
min{3/2 + α, 1 +

√
n}-approximation algorithm for the TSP-D,

where n is the number of customers that need to be served.
The remainder of this paper is organized as follows. Section 2

outlines the basic notation, the problem models for this paper,
and establishes the NP-hardness of the problem. Section 3 de-
scribes the approximation algorithm for the problem, and finally,
Section 4 concludes the paper.

2. Preliminaries
2.1 Notation

The set of reals (resp., nonnegative reals) is denoted by R
(resp., R+).

The vertex set and the edge set of a graph G are denoted by
V(G) and E(G), respectively. For vertices u, v ∈ V(G), we use uv
to refer to an edge e ∈ E(G) such that e is incident to u and v. We
call u and v the end vertices of the edge uv. For a set E′ ⊆ E(G)
of edges, we write V(E′) for the set of all end vertices of edges

1ⓒ 2017 Information Processing Society of Japan

Vol.2017-AL-164 No.1
2017/9/19



IPSJ SIG Technical Report

in E′. A graph G is complete if every two vertices u, v ∈ V(G)
are adjacent. The degree of a vertex u ∈ V(G) in a graph G is the
number of edges in E(G) incident to u. For convenience, given a
collection G of graphs, we write V(G) for the set

∪
G∈G V(G).

A subgraph G′ of a graph G is a graph such that V(G′) ⊆ V(G),
and E(G′) ⊆ E(G), and we write G′ ⊆ G. A graph G′ ⊆ G is an
induced subgraph of G if it holds that E(G′) =

(
V(G′)

2

)
∩E(G), and

we also say that G′ is induced by V(G′). Given a graph G and
a set V ′ ⊆ V(G), we write G[V ′] for the subgraph of G induced
by V ′. In addition, for a subset V ′′ ⊆ V(G), we write G − V ′′ for
the graph G[V(G) − V ′′]. Given a graph G and a set E′ ⊆ E(G),
we write E(G) − E′ for the graph (V(G), E(G) \ E′).

Given a graph G, a matching M ⊆ E(G) is a subset of edges
such that each vertex in V(G) is incident to at most one edge in M.
A matching M ⊆ E(G) is perfect if it holds that V(M) = V(G).
Given a graph G and a matching M ⊆ E(G), a vertex v ∈ V(G)
such that v < V(M) is called exposed.

A path P = (v1, v2, . . . , vp) is a graph such that V(P) =
{v1, v2, . . . , vp} and E(P) = {vivi+1 | i = 1, 2, . . . , p − 1}. Such
a graph P is also called a v1, vp-path, and we define the length of
P to be p − 1. A path with length 2 is called a 2-path. A path
P = (v1, v2, . . . , vp) such that vi , v j holds for 1 ≤ i , j ≤ p is
called a simple path. Given a path P = (v1, v2, . . . , vp), for two
integers, i and k such that 1 ≤ i < k ≤ p, let P[vi, vk] denote the
path (vi, vi+1, . . . , vk).

A cycle C = (v1, v2, . . . , vp) is defined to be a path
(v1, v2, . . . , vp) such that v1 = vp. If vi , v j for all 1 ≤ i , j < p,
then the cycle C is called a simple cycle.

Given a graph G and an edge weight function w : E(G)→ R+,
we say that the graph G is weighted by w, and write (G, w). For
convenience, for any vertex v ∈ V(G), we define that w(vv) = 0.
For a subset E′ ⊆ E(G), let w(E′) denote

∑
e∈E′ w(e). For brevity,

let w(G) denote w(E(G)). For a collection G of graphs, define
w(G) ≜ ∑G∈G w(G).

A weighted graph (G, w) is said to be metric if the edge weight
function w satisfies the triangle inequality, that is, for all u, v, q ∈
V(G) it holds that

w(uv) ≤ w(uq) + w(qv). (1)

2.2 Problem Model
Let C be the set of customers that need to be served. In prac-

tice, it might not be possible for all customers to be served by the
drone, for instance, their parcels might be too heavy, and since the
drone is battery powered, the range of delivery might be limited.
On the other hand, we might wish to specify certain customers
to be served exclusively by the drone. Let A be the set of cus-
tomers that can only be served by the truck, and let B be the set
of customers that can only be served by the drone. We have that
C = A ∪ B. In this work, we deal with the special case when
A = B. In addition, we are given the location of a special point r,
the depot. For any two points u, v ∈ C ∪ {r}, let w(uv) be the time
that it takes for the truck to travel between them. Moreover, the
truck and the drone are required to start and end their route at a
designated depot, r. The drone has unit payload capacity, and it
never delivers two parcels consecutively without rendezvousing

with the truck. The pickup of parcels from the truck can only
take place at the customer locations. In other words, the drone
can only land on and depart from the truck while it is parked at a
customer location or the depot. According to the model of Agatz
et al. [1], the drone uses the same road network as the truck, but it
is α ≥ 1 times faster than the truck. An illustration of the problem
scenario is shown in Fig. 1(a).

Agatz et al. [1] have modeled the TSP-D as a problem of
finding a pair of cycles with a special structure in a weighted
graph (G, w), such that both cycles contain a distinguished ver-
tex r ∈ V(G), and the union of both cycles contains all vertices
in V(G). The objective is to minimize an involved cost function
dependent on the weight w, and an input parameter α ≥ 1.

For our purposes, we present a slightly different but equiva-
lent model. Let (G, w) be a weighted graph representing a road
network such that V(G) = C ∪ {r}, a special vertex r ∈ V(G) rep-
resenting the depot, and a real parameter α ≥ 1 that is the ratio
between the drone’s and the truck’s speed. As a feasible route
for last-stretch deliveries, we seek to find a pair (R,P) of a cycle
R = (r = r1, r2, . . . , rp = r) in the graph G and an ordered tuple of
2-paths P = (P1, P2, . . . , Pk) such that

(i) each path Pi ∈ P is of the form Pi = (rh, di, rℓ), such that
rh, rℓ ∈ V(R), di ∈ V \ V(R) and h ≤ ℓ ≤ p;

(ii) for any two paths Pi, P j ∈ P with i < j such that Pi =

(rh, di, rℓ) and P j = (rm, d j, rq), it holds that ℓ ≤ m; and
(iii) V(R) ∪ {d1, d2, . . . , dk} = V(G).

In terms of the routing scenario, R is the truck route, and each
P ∈ P is the route that the drone takes to deliver a parcel from
the truck to a customer and return to the truck. Condition (i)
states that if the drone picks up a parcel from the truck at location
rh ∈ V(R), then it cannot return to the truck at some earlier loca-
tion, and must return to the truck before the truck itself returns to
the depot r; condition (ii) states that the drone must rendezvous
with the truck before setting off to another delivery; and condition
(iii) simply states that all customers must be served. Henceforth,
given a graph G, a vertex r ∈ V(G), and an ordered pair (R,P)
of cycle R ⊆ G and ordered tuple P of 2-paths in G, we say that
the ordered pair (R,P) is a feasible route if R and P satisfy the
conditions (i)-(iii) above. An illustration of a feasible route of the
given problem scenario is depicted in Fig. 1(b).

Before defining an objective function, we introduce some ad-
ditional notation. Given a graph G and a designated vertex
r ∈ V(G), let (R = (r = r1, r2, . . . , rp = r),P = (P1, P2, . . . , Pk))
be a feasible route. For each 2-path Pi = (rh, di, rℓ) ∈ P, let
Ri = (rh, rh+1, . . . , rℓ) be the path R[rh, rℓ]. In the practical set-
ting, the truck and the drone rendezvous at location rh, and the
drone departs from the truck at location rh, serves the customer
di, and returns back to the truck at location rℓ, while the truck pro-
ceeds on its route from location rh to location rℓ. Then, the time
it takes for the drone to reach the location rℓ is given by w(Pi)/α,
while for the truck to reach rℓ is w(Ri). Both vehicles must be
at location rℓ at the same time to rendezvous. If the drone flies
faster than the truck, then it will wait for the truck at rℓ. On the
other hand, if the truck is faster than the drone, then it will wait
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for the drone at rℓ. Then, the time before the next rendezvous
location rℓ is given by max {w(Ri), w(Pi)/α}. In addition, define
ER ≜ E(R) \ ∪k

i=1 E(Ri) to be the set of edges where the drone
is docked to the truck while the truck delivers parcels. Then, we
define cost(R,P) to be

cost(R,P) ≜ w(ER) +
k∑

i=1

max
{
w(Ri),

1
α
w(Pi)

}
. (2)

Formally, we get the following problem.

The Traveling Salesman Problem with Drone - TSP-D

Instance: A weighted graph (G, w) with a designated vertex
r ∈ V(G), and a real number α ≥ 1.

Objective: Find a feasible route (R,P) such that cost(R,P) is
minimized, or report that none such route exists.

In particular, let metric TSP-D be the TSP-D such that the
graph (G, w) is metric. Note that an instance of the metric TSP-D
always has a feasible route.
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Fig. 1 (a) An illustration of the problem scenario. The customers to which
parcels need to be delivered are represented by white circles. The
depot is depicted by a vertex r. (b) A feasible route for the given
problem scenario in (a). The truck’s route, R, is shown by bold ar-
rows, and the 2-paths that give the drone’s delivery routes are shown
by dashed arrows (P1, P2, . . . , P7). Parallel bold and dashed arrows
means that the drone is docked to the truck.

Observation 1 For an instance I = ((G, w); r ∈ V(G);α ≥ 1)
of the metric TSP-D, a Hamiltonian cycle R in G gives a feasible
route (R, ∅) to I such that the truck delivers all parcels to each of
the customers.

Next, we provide a lower bound on the cost of an optimal route
to the TSP-D via the following observation, also given by Agatz
et al. [1].

Observation 2 For an instance I = ((G, w); r ∈ V(G);α ≥ 1)
of the metric TSP-D, let (R∗,P∗) be an optimal route for I. Then,
it holds that

cost(R∗,P∗) ≥ max
{
w(R∗),

1
α
w(P∗)

}
. (3)

2.3 NP-hardness
We will show the NP-hardness of the problem TSP-D by a re-

duction from the Hamiltonian s, t-Path Problem (see e.g., [5]).

Theorem 1 The metric TSP-D is NP-hard.

Proof. Let (H = (V, A); s, t ∈ V) be an instance of the Hamil-
tonian s, t-Path Problem, i.e., a simple undirected graph H with
a vertex set V , terminals s, t ∈ V , and edge set A, as illus-
trated in Fig. 2(a). Let |V(H)| = n. We construct an instance
I = ((G, w); r ∈ V(G);α ≥ 1) of the TSP-D with metric edge
weight w as shown in Fig. 2(b). First, construct three new ver-
tices, r, p, x < V , and let G be the complete graph over the vertex
set V(G) = V∪{r, p, x}. Define E′ ≜ A∪{rp, ps, rt, xr, xp}. Then
we define w′ : E′ → R+ to be

w′(uv) =


0 if uv = rp,
1 if uv ∈ A, uv = ps, or uv = rt,
α · n+1

2 if u = x and v ∈ {p, r}.
(4)

Then, let G′ = (V(G), E′), and we define w : E(G)→ R+ to be

w(uv) ≜ min
{
w′(P) | P ∈ G′ is a u, v−path

}
. (5)

It is easy to verify that for any three vertices in V(G), the trian-
gle inequality, Eq. (1), is satisfied, i.e., the graph (G, w) is metric.
Finally, we take any value α ≥ 1. We show that the constructed
instance I = ((G, w); r ∈ V(G);α ≥ 1) of the metric TSP-D has a
feasible route (R,P) such that cost(R,P) = n + 1, if and only if
the graph H admits a Hamiltonian s, t-path, see Fig. 2(c).

First, we demonstrate the “if” direction by showing how a
Hamiltonian s, t-path PH in H can be used to construct a fea-
sible route (R,P) in I = ((G, w); r ∈ V(G);α ≥ 1) such that
cost(R,P) = n+ 1. If the instance (H = (V, A); s, t ∈ V) has a fea-
sible path PH = (s, r2, . . . , t), then we construct a feasible route
(R,P) as follows. Let R = (r, p, s, r2, . . . , t, r) be a cycle in G,
such that R[s, t] = PH . Immediately we have that w(R) = n + 1,
since the cycle R comprises edges of weight 0 and 1 by Eq. (4).
Further, we construct a single 2-path P1 = (p, x, r) in I, for which
by Eq. (4) it holds that w(P1) = α · (n + 1), and let P = (P1).
Notice that in this case we get R1 = R[p, r] and ER = {rp}. By
Eq. (4) we have w(ER) = 0, and therefore, by Eq. (2), it follows
that

cost(R,P) = w(ER) +max
{
w(R1),

1
α
w(P1)

}
= n + 1,
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and this concludes the proof of the “if” direction. An illustration
of a feasible route (R,P) is shown in Fig. 2(d).

Next, to show the opposite direction of the claim, we show
that if the instance I = ((G, w); r ∈ V(G);α ≥ 1) has a feasible
route (R,P = (P1, P2, . . . , Pk)) with cost(R,P) = n + 1, then the
graph H has a Hamiltonian s, t-path. We will do this by show-
ing that such a route (R,P) is exactly of the form as described
earlier, i.e., R = (R1 = (r, p, s, r2, . . . , t, r)) such that R[s, t] is a
Hamiltonian path in G[V] using only edges from the set A, and
P = (P1 = (p, x, r)). First, notice that for the special vertex x
it holds that x < V(R), otherwise by α ≥ 1 we immediately get
w(R) > n + 1, which by Observation 2 contradicts the assump-
tion that cost(R,P) = n + 1. Hence, we have x ∈ V(P). Next,
let P j = (rh, x, rℓ) ∈ P be the 2-path such that x ∈ V(P j). No-
tice that by Eq. (4), unless {rh, rℓ} = {p, r}, we immediately get
w(P j) > α(n + 1), and hence it must hold that P j = (p, x, r), and
w(P j) = α(n + 1). Then, we will get

cost(R,P) = w(ER) +max{w(R j),
1
α
w(P j)}

+
∑

1≤i, j≤k

max{w(Ri),
1
α
w(Pi)},

which by Eq. (4) can be n + 1 if and only if w(ER) =∑
1≤i, j≤k max{w(Ri), 1

α
w(Pi)} = 0 and w(R j) ≤ n+ 1. Therefore, it

must hold that P = (P1 = (p, x, r)), and for (R,P) to be feasible,
it must hold that V ∪ {r, p} ⊆ V(R), which means that R[s, t] is a
Hamiltonian s, t-path in G[V] using only edges from the set A, as
required. □

3. Approximation Algorithms
First, we provide three technical lemmas which are necessary

for the analysis.

Lemma 1 For an instance I = ((G, w); r ∈ V(G);α ≥ 1) of
the metric TSP-D, let (R∗,P∗) be an optimal route for I. For each
d ∈ V(P∗) \ V(R∗), let cd ∈ V(R∗) \ V(P∗) satisfy

w(cdd) = min {w(cd) | c ∈ V(R∗)} . (6)

(i) Then, for each d ∈ V(P∗) \ V(R∗), it holds that

w(rd) ≤ 1
2
w(R∗) + w(cdd). (7)

(ii) Furthermore, it holds that∑
d∈V(P∗)\V(R∗)

w(cdd) ≤ 1
2
w(P∗).

Proof. (i) Let us observe that d ∈ V(P∗) \ V(R∗) and cd ∈
V(R∗)\V(P∗) hold. Notice that by the triangle inequality, it holds
that

w(rd) ≤ w(cdd) + w(rcd).

Moreover, for each cd ∈ V(R∗) \ V(P∗) it holds that

w(rcd) ≤ 1
2
w(R∗).

Then, we get

w(rd) ≤ w(cdd) +
1
2
w(R∗),
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Fig. 2 A reduction from the Hamiltonian s, t-Path Problem to a metric TSP-
D instance I = ((G, w); r ∈ V(G);α ≥ 1). (a) An instance of the
Hamiltonian s, t-Path Problem, (H = (V, A), s, t ∈ V). (b) A metric
TSP-D instance I = ((G, w); r ∈ V(G);α ≥ 1). (c) A Hamiltonian
s, t-path PH in H. (d) A feasible route (R,P) in the instance I.

as required.

(ii) If d ∈ V(P∗)\V(R∗), then for some 2-path P = (ch, d, cℓ) ∈ P∗
it holds that d ∈ V(P). Then, it holds that

2w(cdd) ≤ w(ckd) + w(dcℓ) = w(P).

By summing over all d ∈ V(P∗) \ V(R∗), we get∑
d∈V(P∗)\V(R∗)

w(cdd) ≤ 1
2

∑
P∈P∗
w(P) ≤ 1

2
w(P∗),

as required. □

Lemma 2 For an instance I = ((G, w); r ∈ V(G);α ≥ 1) of
the metric TSP-D, let (R∗,P∗) be an optimal route for I. Then,
for any minimum spanning tree T ∗ of (G, w) it holds that

w(T ∗) ≤ w(R∗) +
1
2
w(P∗). (8)

Proof. Let TR be a spanning tree of the graph R∗. Then, it holds
that

w(TR) ≤ w(R∗). (9)
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Next, we define F ⊆ E(G) to be

F ≜ {uv | u ∈ V(P∗) \ V(R∗) and v ∈ V(R∗) such that

it holds that w(uv) = min {w(uq) | q ∈ V(R∗)}}.

Then, by Lemma 1(ii) it holds that

w(F) ≤ 1
2
w(P∗). (10)

Further, using the spanning tree TR and the set of edges F, we can
construct a spanning tree T of the graph G, such that it holds that

w(T ) ≤ w(TR) + w(F). (11)

Finally, as T ∗ was taken to be a minimum spanning tree, it holds
that w(T ∗) ≤ w(T ), from which the claim follows. □

Lemma 3 For an instance I = ((G, w); r ∈ V(G);α ≥ 1) of
the metric TSP-D, let (R∗,P∗) be an optimal route for I. For a
subset J ⊆ V(G) such that |J| is even, let MJ be a minimum cost
matching with V(MJ) = J. Then, it holds that

w(MJ) ≤ 1
2

(w(R∗) + w(P∗)). (12)

Proof. The cycle R∗ and the 2-paths in P∗ can be shortcut to a
Hamiltonian cycle H of G, such that

w(H) ≤ w(R∗) + w(P∗).

This cycle H can be shortcut into a cycle HJ such that V(HJ) = J,
and by the triangle inequality it holds that

w(HJ) ≤ w(H).

The cycle HJ contains two disjoint matchings M1 and M2 such
that V(M1) = V(M2) = J and w(M1) + w(M2) = w(HJ). Then, it
holds that

w(MJ) ≤ min{w(M1), w(M2)} ≤ 1
2
w(HJ), (13)

as required. □

Theorem 2 For an instance I = ((G, w); r ∈ V(G);α ≥ 1) of
the metric TSP-D, a feasible route (R, ∅) such that

cost(R, ∅) ≤ (3/2 + α) · cost(R∗,P∗) (14)

can be constructed in polynomial time.

Proof. Refer to Observation 1 that a Hamiltonian cycle R in G
gives a feasible route (R, ∅). Then, it holds that

cost(R, ∅) = w(R). (15)

We use the Christofides algorithm [2] to construct a Hamilto-
nian cycle in (G, w), shown in Fig. 3. By the Christofides algo-
rithm [2], for a minimum spanning tree T ∗ of G, where J is the
set of vertices with odd degree in T ∗, and a minimum cost match-
ing MJ such that V(MJ) = J, R is constructed such that

w(R) ≤ w(T ∗) + w(MJ). (16)

By Lemmas 2 and 3, it holds that

cost(R, ∅) ≤ w(T ∗) + w(MJ)
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Fig. 3 A feasible truck route when only the truck delivers parcels to each
of the customers, which are presented by white circles, and returns
back to the depot, r, after serving all customers.
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Fig. 4 A feasible drone route when only the drone delivers parcels from the
depot, r, to each of the customers, presented by white circles, and
returns back to the depot, r, after serving each customer.

≤ w(R∗) +
1
2
w(P∗) + 1

2
w(R∗) +

1
2
w(P∗)

=
3
2
· w(R∗) + w(P∗)

≤ 3
2
· cost(R∗,P∗) + α · cost(R∗,P∗), (17)

as required. □

Let P = (P1, P2, . . . , Pn) be such that each Pi ∈ P is of the
form Pi = (r, ui, r), ui ∈ V(G) \ {r}, and for i , j, ui , u j. Notice
that R = (r) is a trivial cycle with a single vertex, and ((r),P)
gives a route.

Theorem 3 For an instance I = ((G, w); r ∈ V(G);α ≥ 1) of
the metric TSP-D such that V(G) = {r, u1, u2, . . . , un}, let (R∗,P∗)
be an optimal route for I. Let P = (P1, P2, . . . , Pn) be such that
Pi = (r, ui, r), ui ∈ V(G) \ {r}. Then, for the route ((r),P) it holds

(i) ((r),P) is a feasible route for I, and
(ii) cost((r),P) ≤ (1 + n/α) · cost(R∗,P∗).

Proof. (i) Notice that ((r),P) as illustrated in Fig. 4, satisfies the
conditions (i)-(iii) in Sect. 2.2, from where it holds that ((r),P) is
a feasible route for I.
(ii) For each d ∈ V(P∗) \ V(R∗), let cd ∈ V(R∗) be such that
w(cdd) = min {w(cd) | c ∈ V(R∗)}. By Lemma 1, it holds that
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cost((r),P) =
2
α

∑
d∈V(G)\{r}

w(rd)

=
2
α

∑
d∈V(P∗)\V(R∗)

w(rd) +
2
α

∑
d∈V(R∗)

w(rd)

≤ 2
α

∑
d∈V(P∗)\V(R∗)

w(cdd) +
2
α

∑
d∈V(P∗)\V(R∗)

1
2
w(R∗)

+
2
α

∑
d∈V(R∗)

1
2
w(R∗)

≤ 1
α
w(P∗) + n

α
w(R∗)

≤ cost(R∗,P∗) + n
α
· cost(R∗,P∗) (by Eq. (3))

= (1 + n/α) · cost(R∗,P∗),

as required. □

Theorem 4 For an instance I = ((G, w); r ∈ V(G);α ≥ 1)
of the metric TSP-D such that |V(G)| = n + 1, let (R∗,P∗) be an
optimal route for I. Then, a feasible route (R,P) such that

cost(R,P) ≤
(
min{3/2 + α, 1 +

√
n}
)
· cost(R∗,P∗) (18)

can be constructed in polynomial time.

Proof. If α ≤
√

n, then by Theorem 2, we can construct a
feasible route (R, ∅) such that

cost(R, ∅) ≤ (3/2 + α) · cost(R∗,P∗). (19)

Further, if α ≥
√

n, then by Theorem 3, we can construct a
feasible route ((r),P) such that

cost((r),P) ≤
(
1 +

n
α

)
· cost(R∗,P∗)

≤
(
1 +
√

n
)
· cost(R∗,P∗). (20)

Finally, by Eqs. (19) and (20), it holds that

cost(R,P) ≤
(
min{3/2 + α, 1 +

√
n}
)
· cost(R∗,P∗),

as required. □

4. Conclusion
In this work, we have investigated the deployment of an un-

manned aerial vehicle, or drone, to support a truck for the last-
stretch deliveries of parcels to customers’ doorsteps. We built
upon the work of Agatz et al. [1], who introduced the TSP-
D, and showed that it can be approximated within a (2 + α)-
approximation ratio. We could show that metric problem in-
stances with n customers that can be served by either the drone
or the truck can be approximated within a min{3/2 + α, 1 +

√
n}-

approximation ratio. It might be possible to find a special type of
instances that can be solved in polynomial time [9].

In the problem that we investigated, both the truck and the
drone are allowed to perform deliveries. As future work, it would
be interesting to impose limitations on customers that can be
served by the drone, e.g., customers with bulky or heavy parcels.
On the other hand, due to the novelty effect, some customers may
demand to be served by the drone, and this can provide a different
extension of the TSP-D.

The approximation results rely on the triangle inequality, and

this property cannot be easily applied when for the parameter α it
holds that α < 1, and it is an open question as to the approxima-
bility of this problem setting.
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