BHAIEFRI/NEE 7077327 Vol.10 No.2 4 (Feb. 2017)

RRBE

B2 Ay 2—1Y V7 BEIZE T 5 DF/IHS D
R ) — N Rl

PO ALY il Bt Eak s Rl A

20165F8A10H xR

RIEEFR T, SHREEEM VY A7 AV a—1) v 7B R#ERT:O 1 2THhH DF/IHS
(Depth First/Implicit Heuristic Search method) D%/ — FAHIRT A2 7V T) XA %_ET L. K
FHL, BB TURRLRY A7 2HIET 5L Tz Kt § 5. To7c), MERENIKE2513E
W — NP RICR Y, B3R — FROBIBALEEL 7 A, DF/IHS 13, SHESRETET RS ¥
Az % 7atyH (PE) IZH) B THITRTOMERTEHINET 5720, PEICALELRFLIREZE D Y
THETHIEE AR T 5. AULELRFELIREZH ) B THEMEL, HERBEADOLIHEDOE L TH A
JiERERACTHEEZ T A LN TE S, DF/IHS HEALERESEEE BA) T 47012, FHYE%E
W72 BEZ AT 25, TRTCORLELTFBEEZHA) TEhnicd, 555 5dbET) 720
WIZ TR TCOARE LT SHEE AN T HLENH L. F 2 TARERETIE, T_XTORLEZR R HE
BT % 72012, #EERFEA S — FIERETTEL, RELAEREET 2 L ICLVERTILED 2\
HAMEE T XTEAD $4. K7 VT XLTEERR THREOLEL 2T Rnizo, HEOMETIRR
WCEOFTIHEE/ — FRHlT A2 2L TES.

A Reduction Method of Branching Node of DF /THS
for Task Scheduling Problems

HIROAKI MATSUSE!'®  ASUKA NAKAMURA! HIROBUMI TOMINAGA! YOSHITAKA MAEKAWAZ

Presented: August 10, 2016

This presentation proposes a reduction algorithm of branching nodes for the DF/THS (Depth First/Implicit
Heuristic Search) method which is one of the efficient algorithms for solving task scheduling problems using
the branch and bound method. The DF/THS method solves the optimal solution by enumerating all combi-
nations of the allocatable tasks. Therefore, when problem’s scale is large, the number of search nodes is a
lot, and it is necessary to reduce the number of search nodes. The DF/THS method makes some subproblems
by enumerating all combinations of the allocatable tasks. For this reason, the DF/THS method makes sub-
problems of allocating unnecessary idle tasks. The DF/THS cuts unnecessary nodes using the lower bounds
for reducing search nodes, but it reduces a few search nodes. Therefore, it is necessary to reduce all nodes
to perform further speedup. The proposed method reduces unnecessary subproblems by using subproblems
in the table to the number of search nodes. Therefore, the proposed method to cutting all of the required
portions, without problem to search by comparing it with stored information. Since the algorithm does not
use upper and lower bounds, it is able to reduce branching nodes without effects of the search order.
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