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Implementation of Parallel Language CLIP

TATSURO YANASE! and SHUNJI OKUGAWAT

When one can’t get effectiveness of automatic parallel option of a workstation compiling,
system call fork or thread makes it good frequently. Though, explicitly using these calls on
the first step of programming, it needs knowledge and skill for these functions. We implement
the parallel language CLIP that realizes parallel/concurrent processing by the future function
that was overtured in the multilisp. In this paper, we report the preliminary evaluation of the
CLIP on the shared memory parallel system CLIPer with 18 CPU, SMP WS with 4 CPU and
SMP WS with 6 CPU. However, automatic parallel compile of WS makes no effectiveness,
the CLIP can realizes high performance at parallelizing.
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