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A Machine Learning Approach to Improve
Image Recognition Accuracy for License Plate Numbers

HIROO TSUJI†1†2 YOHEI FUKUMIZU†2 TAKAKUNI DOUSEKI†2

HIRONORI YAMAUCHI†2 FUMIHIRO YAMASAKI†2

and AYUMI YOSHIKAWA†3

Abstract: Various image recognition methods are proposed for reading the numbers of the license plate in security cameras
because its numbers are useful for criminal investigations. However, it is difficult to obtain high recognition accuracy in the target 
criminal image which quality is deteriorated remarkably. In deteriorated images, cutouts accuracy degradation of the numbers area 
and light intensity bias becomes a problem. The optimization of image processing parameters also becomes a problem, so that the 
approach that does not depend on the subjectivity of the process practitioner is required. In order to solve these problems, we 
propose a machine learning approach to improve image recognition accuracy for license plate numbers. Firstly, the proposed 
method cuts out numbers area accurately using image intensity clustering based on Gaussian mixture model in the target block 
with a raster scan technique. And secondly, the proposed method reduces the effect of the light intensity bias on the recognition 
accuracy using the segmented image. In addition, the proposed method adopt a machine learning approach for setting the clustering 
parameters to increase the objectivity of the recognition result. In order to confirm the effectiveness and the validity of the proposed 
method, we have experimented with real images. From the experimental results, the recognition rate has increased by about 50.4%
on average using the proposed method, and the effectiveness of the proposed method was confirmed. Furthermore, the recognition 
rate was maximized in the parameters of the proposed method, and the proposed method was validated.
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