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Methods are presented for the consistency of the Channel-Path-Reconnection (CPR) with the
Direct I/0-Execution (DIO). The CPR is the native function of the channel subsystem, and
dynamically reconnects devices to free channel-paths at ends of I/O operations. The CPR is
effective in a channel-path-group, which is a set of channel-paths, and defined by an OS to use
it. The CPR is the key function to enhance I/O response. On the other hand, the DIO means that
real host computers directly execute the I/O instructions and I/O interrupts of virtual
machines (VMs) without intervention of a virtual machine monitor (VMM), which is a
control program for controlling the VMs. The DIO is the key feature to improve VM CPU
performance. Conventionally, in shared channel-paths by the VMs, guest OSs (i.e., OSs in
VMs) cannot use the CPR and the DIO at the same time. This restriction comes from
uniqueness requirement of a channel-path: A channel-path with the CPR has to belong to only
one channel-path-group. This requirement is reasonable in real machine environment. In VM
environment, multiple guest OSs are going to define their own channel-path-groups that
contain shared channel-paths. The definitions do not satisfy the above-stated uniqueness
requirement. Therefore, they are rejected and the guest OSs cannot use the CPR to the shared
channel-paths, though they can use the DIO for other I/O instructions. The proposed methods
consist of handshakings, which mean modifying OSs for VMs, and several hardware extensions
for channel-path-groups and channel-path modes. Channel-path-groups are recognized by their
identifiers. In the handshakings, the VMM gives the OSs channel-path-group identifiers that
satisfy the uniqueness requirement of channel-paths based on the forms of channel-path
allocation. One of the hardware extensions eases the uniqueness requirement of channel-paths,
that is, the uniqueness is required only in guest OSs, and not in a total system. The extension
enables the guest OSs to compose their own channel-path-groups that contain shared channel-
paths under the DIO. Any one of the proposed methods can provide consistency of the CPR

with the DIO to the VMs whether channel-paths are shared by the VMs or not.

1. Introduction

Virtual Machine Systems (VMSs) run multi-
ple Operating Systems (OSs) concurrently in a
single real computer!?. VMSs define multiple
logical computers called virtual machines
(VMs), which can run concurrently in a single
real computer'®. A control program of a VMS
is called a virtual machine monitor (VMM). A
real computer that runs the VMS is called a
real host computer. An OS can run in a VM in
the same way as in a real machine except for
its lower performance.

The practical use of VMs is dependent on
their performance. Real host computers support
VM architectures as their features®=”. The
host computers can directly execute most con-
trol instructions of VMs by hardware, and the
hardware support of VM architectures has
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greatly improved VM CPU performance. One
of the most important techniques to improve
VM performance is the Direct I/O-Execution
(DIO)®® which means that VM I/O instruc-
tions and its I/O interrupts are executed by
hardware/microprogram without intervention
of software, that is, the VMM. The purpose of
the direct I/O-execution is to boost VM CPU
performance up to near-native performance.

A computer system contains a channel sub-
system, which controls data transfer between
main storage of CPU and I/O devices. The
channel subsystem has the function of the
Channel-Path-Reconnection (CPR), which
dynamically reconnects disk devices to free
channel-paths at the ends of device operations,
such as seek, search, and read/write
operations®!®, and enhances I/O response of
the devices!V. The CPR is not always consistent
with the DIO. The reason is as follows :

The channel subsystem has multiple channel-
paths through which it sends/receives control
signals and data to/from devices. An OS has to
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define a channel-path-group, which is a group of
channel-paths, to use the CPR. An OS issues I/
O instructions to define a channel-path-group in
a device. The channel subsystem and I/O con-
trol unit (I0C) dynamically reconnect a device
to channel-paths within the channel-path-group
in the device. That is, the CPR is effective
within the channel-path-group in the device. An
OS uses the CPR to enhance 1/0 response. The
more channel-paths are available in the
channel-path-group, the better is the response.

A channel-path with the CPR has to belong to
only one channel-path-group in a system'®. This
is called uniqueness requirement of channel-
paths, and is reasonable in real machine envi-
ronment because of the following: An OS
defines a unique maximal channel-path-group in
the system, and defines its subsets in devices.
Multiple real systems can share IOCs and
devices through their own dedicated channel-
paths. The channel-path-group of one system is
exclusive with that of another system. That is,
they do not share any channel-path. I/O control
units can easily determine their channel-path-
groups by using this uniqueness requirement.

On the other hand, in virtual machine envi-
ronment run multiple guest OSs in a real sys-
tem. In general, they are going to define their
own channel-path-groups that contain shared
channel-paths in the real system. These
definitions are rejected because they do not
satisfy the uniqueness requirement of the shar-
ed channel-paths. If one guest OS first issues
I/0 instructions to make its own channel-path-
group, they are directly and successfully
executed, and the first guest OS can use both
the CPR and the DIO. When another OS second-
ly issues the I/O instructions to make its own
channel-path-group, which contains a channel-
path shared with the first OS, they are rejected
because they do not satisfy the above-stated
uniqueness requirement. That is, the shared
channel-path belongs to the channel-path-group
the first guest OS has already defined. There-
fore, all the guest OSs different from the first
OS cannot compose their own channel-path-
groups that contain shared channel-paths, and
cannot use the CPR®. They can use the DIO for
other I/O instructions than those to define
channel-path-groups. That is, in this case the
CPR is not consistent with the DIO.

To this problem, conventionally, a set of
channel-paths is dedicated to VMs. OSs in the
VMs can directly, (i.e., with the DIO) compose
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their own channel-path-groups by using the
dedicated set of channel-paths because this
dedication satisfies the uniqueness requirement
of channel-paths. Therefore, the OSs can use
the CPR and the DIO simultaneously in the
dedicated set of channel-paths?. This is not
preferable, however, because the channel-path
dedication exceedingly decreases the flexibility
of system configurations.

We provide new methods for providing con-
sistency of the CPR with the DIO, whether
channel-paths are shared by VMs or not. Their
outlines are as follows. First is handshaking :
Channel-path-groups are recognized by their
identifiers OSs define. In the handshaking, the
VMM determines the identifiers that satisfy the
uniqueness requirement based on the sharing
forms of the channel-paths. Second is a full
extension of hardware functions'™?. It eases
the uniqueness requirement. That is, the unique-
ness of channel-paths has to be satisfied in a
VM, and may not in a total system. The exten-
sion enhances I/O control units to manage
different channel-path-groups and different
channel-path modes to all combinations of
devices, channel-paths, and VMs. The first
method modifies OSs, and does not modify
hardware. The full hardware extension method
modifies hardware, and does not modify OSs.
We also present other two intermediate
methods.

The above-mentioned problems are stated in
detail in section 2. The new methods to solve
them are presented in section 3. The methods
proposed are evaluated in section 4. Conclusion
is presented in Section 5.

2. Problems of Channel-Path-Reconnec-
tion in VMs

Figure 1 shows the relation of computer sys-
tem components, such as instruction processors
(IPs), which execute instructions (e.g., add,
subtract, start 1/0) main storage, I/O proces-
sors (IOPs), which control data transfer
through channel-paths between the main stor-
age and I/0 devices (e.g., disk units and Mag-
retic Tape (MT) units). It also shows I/0
Control units (I0Cs), such as disk control unit
and MT control unit, and disk units, and MT
units connected to their IOCs.

In this section, we explain conventional func-
tions of channel-path-reconnection and direct
I/0-execution, and describe the problems we
are to solve.
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Fig.1 Computer system components.

2.1 Channel-Path-Reconnection

We explain channel-path-reconnection,
related subsystems and concepts :

(1) Channel subsystem

As Fig. 1 shows, a computer system contains
a channel subsystem, which consists of IOPs,
channel-paths, subchannels, and their control
logic, controlling data transfer through the
channel-paths between main storage of CPU
and I/0 devices. OSs issue I/0 instructions to I/
O devices. Some of them specify a sequence of
Channel Command Words (CCWs), which spec-
ify I/O operations to be executed by the
devices, as one of their operands, and send start
signals to the channel subsystem.

(2) Subchannels

The channel subsystem manages subchan-
nels, which are in main storage system area as
shown in Fig.1, and contain channel-path
identifiers and device numbers. To a combina-
tion of a channel-path and an I/O device con-
nected to it, a subchannel can be defined. When
an I/0 device is connected to several channel-
paths, several subchannels can be defined to the
same [/O device. Each subchannel contains
status information of the associated I/O device
viewed from the associated channel-paths. We
have two types of OSs. To the typel OS, a
subchannel is an object that contains status
from a channel-path to a device connected to
itY. To a type 2 OS, a subchannel is an object
that one to one corresponds to an I/O device?.

(3) Channel-path-reconnection

The channel subsystem has multiple channel-
paths through which it sends/receives control
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signals and data to/from devices. The channel
subsystem and I/0 control unit IOC) have the
function of the Channel-Path-Reconnection
(CPR), which dynamically reconnects disk
devices to free channel-paths at the ends of
device operations, such as seek, search, and
read/write operations”!®, and enhances I1/0
response of the devices'".

An OS has to define a channel-path-group,
which is a group of channel-paths, to use the
CPR. An OS issues I/0 instructions to define a
channel-path-group in a device. The channel
subsystem and I/0 control unit (IOC) dynami-
cally reconnect a device to free channel-paths
within the channel-path-group in the device.
That is, the CPR is effective within the channel-
path-group in a device. An I/O control unit
dynamically selects a free channel-path within
the designated channel-path-group in a device
and it reconnects the device to the free channel-
path. Therefore, an I/O interrupt of a device
may occur through a channel-path different
from a channel-path through which the device is
initially started.

An OS uses the CPR to enhance I/0 response.
The more channel-paths are available in the
channel-path-group, the better is the response.
An OS defines a unique maximal channel-path-
group in the system, and defines its subsets in
devices. Two real systems can share I0Cs and
devices through their own dedicated channel-
paths. In multiple real systems any channel-
path-group of one system is exclusive with that
of another system. That is, they do not share
any channel-path.

(4) Channel-path modes

The channel subsystem and I0C make the
CPR effective to a channel-path-group only
when all its channel-paths have multiple
channel-path mode. When a channel-path does
not belong to any channel-path-group or when it
has a single path mode, the channel subsystem
and the IOC do not apply the CPR to the
channel-path. As above-stated we have two
types of OSs. A type 2 OS supports the CPR,
and a type 1 OS does not support it.

To enhance reliability with reservation of
devices, A type 1 OS5 may compose a channel-
path-group, which contains only single path
mode channel-paths, to use the function of
extended reserve/release, where the OS can
reserve a device via one channel-path and later
release it via another channel-path in the
channel-path-group. A type 2 OS can also use
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the function of extended reserve/release in its
channel-path-group to enhance the reliability.

A type 2 OS always uses the CPR. Therefore,
all the channel-paths in its channel-path-group
have multiple path mode. A typel OS never
uses the CPR. Therefore, all the channel-paths
in its channel-path-group have single path
mode. Therefore, in a real machine environ-
ment any channel-path in a channel-path-group
has only one channel-path mode.

2.2 Direct I/0-Execution for VMs

The Direct I/0-Execution (DIO) is supported
as follows. Subchannels are dedicated to a VM
beforehand®”. Most 1/O instructions issued by
a running OS in a VM is directly executed by
hardware/microprogram without intervention
of the VMM, when the subchannel designated
by the I/0 instruction is dedicated to the run-
ning VM. Moreover, an I/O interrupt subclass
is dedicated to a VM beforehand®”, and is set
in a subchannel. An I/O interrupt request of a
subchannel is directly executed if the subclass
of the subchannel is dedicated to the running
VM and the VM is enabled for it.

2.3 Problems

The native function of the channel-path-
reconnection of the channel subsystem should
be available for OSs in the VMs as in real
machines. It is not always available, however.
When they use the direct I/0-execution in shar-
ed channel-paths, VMs cannot conventionally
use the full function of the native channel sub-
systems. The reasons are explained in detail :

(1) Uniqueness requirement of channel-

Paths )

A channel-path with the CPR has to belong to
only one channel-path-group'® in a system. This
is called uniqueness requirement of a channel-
path. This requirement is reasonable because of
the following : Multiple real systems will define
their channel-path-groups by using their own
channel-paths. The channel-path-group of one
system is exclusive with that of another system.
That is, they do not share any channel-path. In
addition 1/0 control units can easily determine
their channel-path-groups by using this require-
ment.

On the other hand, in VM environment run
multiple guest OSs in a real system. In general,
they are going to define their own channel-path-
groups that contain channel-paths shared by the
guest OSs in the real system. The definitions are
rejected because of the uniqueness requirement
of the shared channel-paths. If one guest OS
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first issues I/O instructions to define its own
channel-path-group, they are directly and suc-
cessfully executed, and the first guest OS can
use both the CPR and the DIO. When another
OS secondly issues the I/O instructions to define
its own channel-path-group that contain a shar-
ed channel-path, they are rejected because the
second definition does not satisfy the uniqueness
requirement. That is, the shared channel-path
belongs to the channel-path-group the first guest
OS has already defined. Therefore, all the guest
OSs different from the first OS cannot compose
their own channel-path-groups containing shar-
ed channel-paths. In this case, the guest OS may
fail, because the guest OS may find two contra-
dictory events: One is that it cannot compose
its channel-path-group, the other is that it has
recognized that I/O control units have the func-
tion of the channel-path-reconnection. Other-
wise, in the direct I/0-execution, the guest OS
may run without channel-path-groups to the
dedicated subchannels, that is, the guest OS
cannot use the CPR®. Therefore, though the
VM CPU performance may be improved by the
DIO, the VM I/0 response will deteriorate.

Furthermore, we discuss this problem in view
of the identifiers of channel-path-groups. A
channel-path-group is recognized by its
identifier an OS defines for it. For example, one
OS in a VM is going to specify its own channel-
path-group, whose identifier is (idl), for a
channel-path (path-1). Another OS in a VM is
also going to specify its own channel-path-
group, whose identifier is (id2) different from
(idl) to the same channel-path (the path-1).
This does not satisfy the uniqueness require-
ment of a channel-path: No channel-path can
belong to the two different channel-path-groups
in the system. An OS can compose channel-
path-groups in devices. When they have a
channel-path in common, two channel-path-
groups are merged into one large channel-path-
group. Therefore, they have to have the same
identifier!'®.

To support CPR to all guest OSs, the VMM
composes a unique channel-path-group in the
real host system. A guest OS issues I/0 instruc-
tions to compose its own channel-path-group. It
also issues other I/0 instructions to request
general 1/0 operations, such as read/write
operations. The VMM cannot know which /O
instructions the guest OS has issued. Therefore,
the VMM intercepts every I/O instruction of
the guest and simulates it. The VMM composes
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a channel-path-group in place of the guest OS as
a subset of the unique channel-path-group,
which the VMM has already composed, accord-
ing to the request of the guest OS. Then, the
guest OS can use the CPR through the simula-
tion of the VMM. However, this simulation
increases I/0O simulation overhead and is con-
trary to the concept of the direct I/O-execution.

(2) Uniqueness requirement of channel-

path modes

A channel-path with the CPR has to have
only one channel-path mode. This requirement
is reasonable in a real machine environment,
because an OS specifies only one channel-path
mode to all channel-paths in its channel-path-
group.

On the contrary, the requirement has a large
problem in a VM environment. This is because
the type 1l OS will compose its channel-path-
group with the single path mode to enhance
reliability. On the other hand, the type 2 OS will
compose its channel-path-group with the multi-
ple path mode to enhance I/O response. There-
fore, the type 1 OS and the type 2 OS will spec-
ify different path modes to their shared
channel-paths. This does not satisfy the unique-
ness requirement of channel-path modes.

(3) Conventional methods for consistency

Conventionally, a set of channel-paths is
dedicated to a VM to get consistency of the
CPR with the DIO in the VM?. By using the
dedicated set of channel-paths, an OS in the VM
can directly, that is, with the direct I/O-
execution, compose its own channel-path-
groups with its own identifiers and path
modes?. This is because the dedication satisfies
the uniqueness requirement of channel-paths
and of path modes. Therefore, the VM can use
both the CPR and the DIO simultaneously in the
dedicated set of channel-paths. This dedication
is not preferable, however, because this channel
dedication exceedingly decreases the flexibility
of system configurations.

2.4 Channel-Path Allocation Forms

Here, we will discuss the allocation forms of
channel-paths and devices, investigating that to
what form of the allocation the DIO and the
CPR should be supported simultaneously.

(1) Dedicated channel-paths

Figure 2 shows a set of channel-paths (0, 1)
dedicated to VM 1 and a device (A), which is
dedicated to VM1 and connected to the set of
channel-paths. It also shows a set of channel-
paths (2, 3) dedicated to VM 2 and a device
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Dedicated
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(éonvenﬁonally, DIO & CPR simultaneously supported
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Fig.2 Dedicated channel-paths & dedicated devices.

Dedicated
channekpaths K‘)C Channel-path-
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for VM1
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id=id2, single path mode '3 for VM2

VM1 channel-path-group --- 3 .
id=id1, multipath mode .

A: Shared device by VM1 and VM2
with separated channel-paths

{Conventionally, DIO & CPR simultaneously supported
to this atlocation form)

10C:1/O Control unit

Fig.3 Dedicated channel-paths and shared device.
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channel-
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-]

Device A dedicated to VM1
Device B dedicated to VM2
10C:/O Control unit
id1+id2
{Conventionally, DIO & CPR not simultaneously supported
to this allocation form)

Fig.4 Shared channel-paths & dedicated devices.

(B), which is dedicated to VM 2 and connected
to the set of channel-paths. In this case the DIO
and the CPR of the VM are supported simulta-
neously to the device because OS 1 in the VM 1
and OS2 in the VM 2 can compose their own
channel-path-groups with their own identifiers
and channel-path modes. This is the conven-
tional technique.

Figure 3 shows a device (A) shared by VM1
and VM2, and two sets of channel-paths (0, 1)
and (2, 3), dedicated to VM1 and VM2, respec-
tively. In this case the DIO and the CPR of the
two VMs are supported to the device simultane-
ously because OSs in the VMs can compose
their own channel-path-groups with their own
identifiers and channel-path modes. This is also
the conventional technique.

(2) Shared channel-paths

Figure 4 shows two devices A and B dedicat-
ed to VM1 and VM2, respectively, and channel-
paths (0, 1) shared by VM1 and VM2. In this
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Fig.5 Shared channel-paths & shared device.

case, OSs in the VMs will compose the same
channel-path-group (0, 1) in their devices, and
they will specify different identifiers to the
channel-path-group (0, 1). Channel-path-groups
are recognized by their identifiers. The different
identifiers represent different channel-path-
groups even when they consist of the same set
of channel-paths. Therefore, the different
identifiers cannot be defined because of the
uniqueness requirement of channel-paths. Con-
sequently, the OSs cannot compose their own
channel-path-group, and cannot use the CPR to
their devices.

Figure5 shows channel-paths (0, 1, 2, 3)
shared by VM1 and VM2, and a device (A),
which is connected to the channel-paths also
shared by them. OSs in the VMs cannot com-
pose their own channel-path-groups containing
the shared channel-paths as stated above.
Therefore, they cannot simultaneously use the
DIO and the CPR to the device.

The above investigation states whether or
not the DIO and the CPR are simultaneously
supported to a VM depends on the forms of
channel-path allocations to the VM. Conven
tionally, the allocation forms shown in Fig.2
and 3 are used for the simultaneous support for
the DIO and the CPR. In the following section
present we new methods for concurrently
supporting the DIO and the CPR even to the
allocation forms shown in the Fig. 4 and Fig. 5.

3. New Methods for Consistency of CPR
with DIO in VMs

We propose new methods here to make the
Channel-Path-Reconnection (CPR) be consist-
ent with the Direct [/O-Execution (DIO)
whether channel-paths are shared by VMs or
not. The methods consist of handshakings and
hardware extensions.

3.1 Handshaking

It depends on the forms of channel-path allo-
cations whether the DIO and the CPR can be
simultaneously supported to a VM. An OS in
the VM cannot know the total channel-path
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allocation forms, and a channel-path-group is
recognized by its identifier. An OS specifies an
identifier when it composes a channel-path-
group. All the channel-path-groups that have
the same identifier are merged into one larger
channel-path-group. In the following handshak-
ing, the hypervisor (i.e. the VMM) informs a
guest OS of channel-path-group identifiers,
which the guest OS should use to compose its
channel-path-groups, based on the allocation
forms of channel-paths. Two handshaking
methods are proposed as follows.

(1) Informing guest OS of channel-path

status

Channel-path-groups are recognizes by their
identifiers by OSs and hardware (i.e., channel
subsystems and IOCs). When guest OSs use
different identifiers for their channel-path-
groups that contain a shared channel-path, the
shared channel-path is recognized to belong to
different channel-path-groups. This does not
satisfy the uniqueness requirement of channel-
paths. Therefore, guest OSs cannot use their
own identifiers of channel-path-groups that con-
tain a shared channel-path. In the following
handshaking, the VMM determines identifiers
of channel-path-groups for guest OSs.

This handshaking is as follows: A guest OS
should issue hypervisor call (i.e. the VMM call)
to get channel-path status after it has been
IPLed. The VMM, responsive to the call, deter-
mines whether or not channel-paths (0, 1, 2, -,
255) are dedicated to the calling VM, and to
them determines appropriate channel-path-
group identifiers, which satisfy the uniqueness
requirement of the channel-paths, and gives the
identifiers to the calling guest OS. The guest 0OS
has to use them to compose their channel-path-
groups because the guest OS has to satisfy the
uniqueness requirement of the channel-paths.
The channel-path-group identifiers are deter-
mined by the VMM as follows.

(1) When the channel-path (i) is dedicated

to the calling VM :

This case applies to Fig. 2 and Fig. 3, that is,
channel-path (i) is one of 0, 1, 2, 3, 4 in the
figures. In VM directories, users can specify
dedicated channel-paths, and they can also speci-
fy whether guest OSs compose channel-path-
groups or not. Figures 2 and 3 show two different
identifiers (idl, id2) of two channel-path-groups
(group 1 and group 2), which are composed of
dedicated channel-paths ((0, 1) and (2, 3)),
respectively.




Vol.36 No.5

I/O control units (IOCs) recognize channel-
path-groups with their identifiers in devices, and
reconnect the devices with channel-paths at
various timing, e.g. at I/O interrupts, within the
channel-path-groups recognized. In Fig. 2, I0Cs
recognize channel-path-group 1 in device (A)
and group 2 in device (B). Therefore, their
identifiers may be the same. In Fig. 3, the IOCs
must recognize two different channel-path-
groups in the same device (A). Therefore, their
identifiers must be different.

Accordingly, the identifier of the channel-
path-group containing the channel-path (i) has
to be different from identifiers of another
channel-path-group defined by another VM.
Therefore, the VMM determines the identifier
of the channel-path-group containing the
channel-path (i) as follows.

Identifier of a channel-path-group that con-

tains the channel-path (i) = VMid Sysid

Here, Sysid: Identifier of system where
VMS runs.

VMid : the identifier of the calling VM to
which the path (i) is dedicated.

This Sysid is a system identifier, which can be
gotten by Store CPU Identifier instruction. It is
necessary because different systems, each of
which may be run by a VMM or by only one OS,
may share a device connected to the channel-
path (i). The channel-path-group identifiers of
one system have to be different from those of
another system. Though they are different each
other in one system, VM identifiers may be the
same in different systems. Therefore, the Sysid
is appended to the VMid. The channel-path
mode of the channel-path (i) is determined by
the guest OS to which the path (i) is dedicated
as shown in Figs. 2 and 3.

(2) When the channel-path (i) is shared by
the calling VM and another VM that
composes channel-path-groups contain-
ing the channel-path (i) :

This case applies to Figs. 4 and 5, that is, the
channel-path (i) is 0 or 1 in the two figures or 2
or 3 in Fig. 5. In the figures VM1 and VM2 share
the channel-paths. Therefore, they must use the
same identifier and the same path mode to the
shared channel-paths when they compose
channel-path-groups containing the shared
channel-paths. When the channel-path (i) is
shared by VMs (VM1, VM2) that compose a
channel-path-group containing the path (),
they must use the same identifier and the same
path mode to the channel-path-group. This is
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due to the uniqueness requirement of the shared
channel-path (i).

We define VM-groups as follows. That is, one
VM-group is made of any VMs that share a
channel-path and compose a channel-path-
group containing the shared channel-path.
Moreover, we merge two VM-groups that con-
tain the same VM into one larger VM-group.
We also merge any two VM-groups that share
a channel-path into one larger VM-group.
Therefore, any two VM-groups share neither
VMs nor channel-paths. We define an identifier
of channel-path-groups for one VM-group. A
VM-group has only one identifier of a channel-
path-group for a device connected to a channel-
path of the channel-path-group. That is, any
two guest OSs in a VM-group must compose the
same channel-path-group to one device, and
cannot define two different channel-path-groups
to one device.

Figure 6 shows an example of this prohibi-
tion. Two channel-path-groups id1= (0, 1) and
id2= (1, 2, 3) (idl=id 2) cannot be defined for
VM-group (VMI1, VM2). This is because the
VM-group can have only one identifier for its
channel-path-groups, therefore, two groups of
channel-paths cannot be defined in one device.
The VM-group can define different channel-
path-groups to different devices as shown in
Fig. 7 because they are subsets of one larger
channel-path-group recognized by one identifier.
The identifiers of different VM-groups have to
be different each other because two VMs of
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channel- /| N

‘7 1oc N

VM-—group PS o [ ] yld1=01)

""" ' o T ;

VM1 ! Channel- ; A for VM1 ;

w2 pamgm"p 3 T Alid=(1,2,3/
77777 [ m— for VM2
id1#id2

Two groups of Ehannel»paths for
one VM~—group

Fig.6 Two channel-path-groups for one VM-group
cannot be defined. (Conventionally and even in

handshaking)
id1=(0,1)
Shared for VM1, VM2
channel- 10C
VMrg,rgug1 ’f“.hsﬁk e D id1=01,2,3)
VM1 | Channel- 1 "7 4 E for VM1,VYM2
VM2 | path-group 2 - '
=t s 4@@ id1=(2,3) for VM1,VM2
VM 2 N =i
) ,vglagliﬁ’ Channel i 4 id2=(4,5) for VM3,VvM4
f « path-group . 5
(VM4 T g2 @ id2=(4,5)
id1#id2 for VM3,VM4

10C:1/0 Control unit

Fig.7 VM-groups and shared channel-paths.
(Proposed handshaking)
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different VM-groups can share devices with
separated channel-paths as shown in Fig. 7.
Figure 7 shows two VM-groups (VM-groupl,
VM-group2). One has identifier (id1), four shar-
ed channel-paths (0, 1, 2, 3). Moreover, it has
three channel-path-groups, which have the same
identifier (idl), that is, (0, 1) in device (A), (I,
2,3) indevice (B), and (2, 3) in device (C). The
VM-group2 has shared channel-paths (4, 5), and
channel-path-group (4, 5), which has identifier
(id2), in device (C) and (D).
Accordingly, the VMM determines a channel-
path-group identifier to a VM-group as follows.
Identifier = VMgroupid.Sysid
Here, VMgroupid: A group identifier of a
VM-group
In handshaking the VMM informs a guest OS
of this identifier defined for a VM-group when
the channel-path (i) is shared by VMs belong-
ing to the VM-group. Sysid is system identifier.
This is necessary to discriminate VMgroupids
of one system from those of another system.
The VMgroupid is necessary for discriminating
the channel-path-group identifier and the path
mode of one VM-group from those of another
VM-group. The channel-path-group of type 2
VMs, whose OSs are type?2 only, has to be
exclusive with that of type 1 VMs, whose OSs
are type 1 only, because the two channel-path-
groups have different path modes. Therefore,
type 1 VM-group and type 2 VM-group have to
be exclusive with each other. System genera-
tion has to define the VM-groups based on I/0
system configurations.
(2) Informing guest OS of channel-path-
group identifier to subchannel
The second handshaking is that the VMM
informs an OS in a VM of channel-path-group
identifiers to subchannels dedicated to the VM.
In general, an OS issues an instruction to read
all its subchannel status information when
being IPLed. The instruction is simulated by
the VMM. This handshaking requires the
VMM, responsive to the instruction, to give
each dedicated subchannel an identifier of a
channel-path-group to be composed of the
channel-paths of the subchannel. The VMM
determines the channel-path-group identifier in
the same manner as in the first handshaking.
(3) Summary of handshaking
Guest OSs have to use the channel-path-group
identifiers given by the VMM. The identifiers
given satisfy the requirements of the uniqueness
of the channel-path-groups and channel-path
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modes. Therefore, using the identifiers given by
the VMM, the OSs can directly, that is, with the
direct I/O-execution, compose their own
channel-path-groups, and use the channel-path-
reconnection. That is, one of the above-stated
two handshakings makes the CPR be consistent
with the DIO.

3.2 Hardware Extensions

We propose three means to extend hardware
functions!®! :

(1) Extension for channel-path modes

This is to allow each channel-path of channel-
path-groups to have different path modes in
different devices. This extension eases the
uniqueness requirement of channel-path modes.
That is, the uniqueness of channel-path modes
is required only in a device, and not in a total
system. Figure 8 shows an example, that is, a
device (A) dedicated to VM1 composes the
channel-path-group (0, 1) with the single path
mode, on the other hand, a device (B) dedicated
to VM2 composes the same path group with the
multiple path mode. This composition is al-
lowed by this extension because it satisfies the
uniqueness requirement in devices. This exten-
sion requires additional memory and control
logic in each I/O control unit. For example,
conventionally, an I/O control unit controls
maximum 32 devices and has maximum 8 chan-
nel switches. Then, each channel-path needs
1 bit to each device for indicating the multiple
path mode or the single path mode. Therefore,
this extension needs the following additional
memory per 1/0 control unit.

1+ (32 devices) * (8 channel-paths) =256 bits

Moreover, OSs in VMs have to use the above-
stated handshakings for channel-path-group
identifiers, because the OSs have to satisfy the
uniqueness requirement of channel-paths. The
handshakings become easier with this exten-
sion, because each channel-path is allowed to
have different path modes in different devices

Channel-
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Fig.8 Different path modes to the same channel-paths
in different devices. (Hardware extension
required)
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as shown in Fig. 8. This extension allows that
type 1 VM and type 2 VM share a channel-path,
therefore, they may belong to the same VM-
group. If they share a device, their I/O requests
to the device are simulated by the VMM,
because even in this extension, a device cannot
have two different path modes at the same
time.

(2) Suppression of channel-path-reconnec-

tion to type 1 OS

This is to suppress the function of the
channel-path-reconnection to devices of the
type 1 VMs. That is, the VMM makes the type
1 OSs unable to recognize the function to any
devices, even if the devices have the function.
This suppression is considered reasonable as
follows. First, the type 1 OSs do not support the
CPR. Second, there are few typel OSs that
compose channel-path-groups. Third, the type 2
architecture will replace the type 1 architecture
in the near future.

The concrete methods are as follows. An OS
examines whether devices have the function by
issuing an I/0 instruction to them. The I/O
instruction specifies a CCW such as,

Sense Identification,

which reads the device features. When this
examination shows that the devices do not have
the function, the OS does not compose any
channel-path-groups to the devices. The VMM
suppresses the function to the devices used by
the type 1 VMs before IPLing the OSs in the
VMs. This suppression makes the typel OSs
not compose any channel-path-groups. This
method does not require the type 1l OSs to be
modified.

We have to provide some new commands to
activate/inactivate the function to the devices.
The commands have to be effective to each
combination of a device and its channel-path,
because type 1 VM and type 2 VM may share
the device in the direct I/O-execution by using
separately allocated channel-paths as shown in
Fig. 3. This suppression allows only the type 2
OSs to compose the channel-path-groups.
Therefore, the path mode is always the multiple
path mode.

In this method, type 2 guest OSs have to use
the above-stated handshakings to satisfy the
uniqueness requirement of channel-paths. The
handshaking with this extension is easier,
because only the multiple path mode is used in
the system. This extension also allows that type
1 VM and type2 VM share a channel-path,

Methods for Consistency of Channel-Path-Reconnection with Direct I/0-Execution 1247

Devices

i§ingiepatimode .
Path Grotip id1=(§1f 7
for VM1
channel-

paths evrsiniiinriis
o0 ‘Multiple—patly mode
; o _B__| Path group ig5=(5125 "
VM1 L 1 - ~{ for VM2 PETALEL,
VM2: :

L2

Jisiiiisiiniiiiis
Shared 10C

RSN

IOC:1/0 Control unit

Fig.9 Different channel-path-group identifiers and
different path modes to the same channel-paths
and to the same device. (Hardware extension
required)

therefore, they may belong to the same VM-
group. This is because the type 1 OS does not
compose any channel-path-group.

(3) Extension for channel-path-groups and

channel-path modes

This extension is to allow channel-paths to
have the different path group identifiers and the
different path modes in devices. This extension
eases the uniqueness requirement of channel-
paths and that of channel-path modes. That is,
they are required only in a VM, and not in a
total system. Figure 9 shows an example, that
is, a device (A) dedicated to VM1 has the
channel-path-group (0, 1) with the identifier
(id1) and the single path mode. Moreover, a
device (B) dedicated to VM2 has the same
channel-path-group with the identifier (id2)
different from (idl) and the multiple path
mode. Moreover, device (C) has two channel-
path-groups (id1= (0, 1) for VM1 with single
path mode, and id2= (0, 1, 2) for VM 2 with
multiple path mode).

To support this extension an IOC has to have
a channel-path-group management table
extended for VMs'™® % Figure 10 shows the
extended table containing the information for
channel-path-group management shown in Fig.
9. The information added by the extension is
VMID field and the lines added at second or
later occurrences of the same channel-paths,
which are specified by different VMs. We sup-
pose that a real system has different channel-
path-group identifiers from those of another
real system, though the two real systems may
have the same VM identifier. Moreover, we
suppose that in one real system VM identifiers
are different, though channel-path-group
identifiers may be same. These suppositions are
reasonable because channel-path-group
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Channel- i
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0 id1 S (A0),(C,0)
1 id1 S (A,0),(C,0)
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2 id1 or id2 M (B,0).(C,0)
4 id3 M (D,0)
5 id3 M (D,0)
777777777777 . 8: Single path modi
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id1,id2,and id3 are different channe! path group identifiers

EA.O;: defined in device A and its status is free
(A1): defined in device A and its status is busy

Fig.10 Channel-path-group management table
extended for VMs.

identifiers will contain system identifiers and
two different VMs in one real system have to
have different VM identifiers.

An IOC has to have modified logic, which
makes and updates the extended table shown in
Fig. 10. The I0C logic has to accept the request
of VM (e.g.VM2) for making a channel-path-
group, whose identifier is id2, that contains a
channel-path shared by VMs (e.g. VMI and
VM?2), even when the shared channel-path
belongs to another channel-path-group, whose
identifier is idl, which another VM (e.g. VM1)
has already defined. That is, the I0C logic has
to accept the request even when it specifies
different channel-path-group identifiers and
different channel-path modes to the shared
channel-path. In addition, the IOC logic has to
determine a channel-path-group in a device by
recognizing both channel-path-group identifiers
and VM identifiers when making the CPR
effective. Figure 9 shows an example, that is,
the device (C) has a channel-path-group (0, 1)
for VM1 and another channel-path-group (0, 1,
2) for VM2.

This extension completely solves the prob-
lems of channel-path-groups, because it allows
guest OSs to make their own channel-path-
groups with their own identifiers and path
modes in any devices shared or dedicated.
Therefore, this is the best among the two hand-
shakings and the extension of hardware
specifications for the benefit of VMs.

This extension requires a large control table
in the I/O control units. Conventionally, I/0O
control units have 12-byte channel-path-group
identifiers containing path mode bits!®, and
controls 32 devices and 8 channel switches, and
VM identifiers are 8 characters long. Then, this
method requires the following additional mem-
ory for the extended management table per I/0
control unit.
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(1248) - (32devices) - (8channels)- N
=5,120+N bytes
N : the number of VMs
In addition, the IOC has to have new logic for
controlling the channel-path-group identifiers
and the path modes to channel-paths, devices,
and VMs. This will require relatively large
hardware/microprogram modification. In this
meaning, this extension is hard to implement.
(4) Summary of hardware extension
Three hardware extensions are presented.
The first two of the three ease the restrictions
in channel-path modes, and require the guest
OSs to use one of the two handshakings. The
other, by itself, provides complete means for
solving the problems about the consistency of
the channel-path-reconnection with the direct
I/O-execution.

4. Evaluation

The above-mentioned methods are summar-
ized in Table 1 and they are evaluated function-
ally in Table 2 under the following load model
supposed.

(1) At least two type 2 OSs, which compose
channel-path-groups, are run. For exam-
ple, one is for running application pro-
grams and the other is for developing
systems.

(2) At least two type 1 OSs, which compose
channel-path-groups, are run.

Table 2 shows the following evaluation con-

cerning the methods.

(1) If no hardware modifications are al-
lowed, the full handshaking (S) has to be
selected, where a loader and an I/Q
supervisor of a guest OS have to be
modified. The loader or its extension has
to issue hypervisor-call to get an
identifier for a channel-path-group and
the I/O supervisor has to use the
identifier designated by the VMM to
define the channel-path-group. The
loader and the I/O supervisor account
for less than 49 of the total steps of the
guest OS.

(2) If hardware modifications are allowed,
the full hardware extension (H) is the
best, because it requires no modifications
of OSs. If hardware modifications are
allowed, and have to be small, the hard-
ware extension (SH1) or (SH2) is desir-
able.

It is practically impossible to modify all the
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Table 1 Methods for consistency of channel-path-reconnection with direct-I/O execution.

Abbreviation Methods
(S) Full handshaking for channel-path-groups, and channel-path modes
(H) Full hardware extension for channel-path-groups and channel-path modes
(SH1) Hardware extension for mixing channel-path modes, and handshaking for channel-path-groups
Hardware extension for suppressing channel-path-reconnection to devices of type 1 0S, and hand-
(SH2) .
shaking for channel-path-groups
Table 2 Functional evaluation of methods for consistency.
Evaluation Share of Composing
channel- channel-
s - Hardware paths by path groups
modification modification
type 10S typel | type 2
Methods** and type 2 OS 0S 0s
Less than 4% of
S) the total steps of OS No No OK OK
(Type 1, 2 OSs)
5120 % N*? Bytes/10C
(H) No ~+Control Logic OK OK OK
Less than 49§ of
2 Bytes/I
(SH1) | the total steps of OS ‘1 cOitiz/l SE y OK OK | OK
(Type 1, 20Ss) 2
Less than 495 of A few Commands
(SH2) the total steps of OS to Suppress CPR* OK No* OK
(No mod. for type 1 OSs) bp

*1 ! Stated in Table 1 .
*2 : N * Number of VMs
*3 1 CPR : Channel-Path-Reconnection

*4 : Because the dynamic channel-path-reconnection is suppressed to devices of the type 1 OS

existing 1/0 control units. Therefore, OSs have
to check all the devices by using the command
such as “Sense Identification” which has to
inform the OSs of hardware extensions for
VMs.

Effects of the channel-path-reconnection are
evaluated in the literature!", which reveals that
1/0 response is improved by 309 when channel
utilization is 4094. On the other hand, effects
of the direct I/O-execution are reported in
the literatures®®, which show that the direct
I/O-execution gives near-native performance to
the VMs. The proposed methods provide the
consistency of the channel-path-reconnection
with the direct I/0O-execution whether channel-
paths are shared by VMs or not. Therefore,
with them, wusers can obtain the above-
mentioned two kinds of effects simultaneously.

5. Conclusion

Conventionally, guest OSs cannot share
channel-paths when they use both the channel-

‘path-reconnection (CPR) of the channel subsys-

tem and the direct I/0O-execution (DIO) simul-
taneously. This restriction comes from unique-
ness requirement of a channel-path : A channel-
path with the CPR has to belong to only one
channel-path-group. This requirement is reason-
able in a real machine environment. Therefore,
a set of channel-paths has to be dedicated to a
VM when it uses both the CPR and the DIO at
the same time. The CPR is the key to improve
I/0 response'”. On the other hand, the DIO is
the key to VM CPU performance®®. This chan-
nel dedication is not preferable, however,
because it considerably decreases the flexibility
of system configurations.

We have presented new methods to give the
consistency of the CPR with the DIO whether
channel-paths are shared by VMs or not. The
methods consist of the following. First, hand-
shaking : The VMM informs a VM, responsive
to the hypervisor calls of an OS in the VM, of
the identifiers of channel-path-groups, based on
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the allocation forms of the channel-paths in the
total system. The VMM determines the
identifiers that satisfy the uniqueness require-
ment of the channel-paths. Second, hardware
extensions : One of them eases the uniqueness
requirement of channel-paths, that is, it is
required only in VMs, and not in the total
system. The extension allows OSs in VMs to
define their own channel-path-groups, which
may contain shared channel-paths, with their
own identifiers and their own channel-path
modes, which may be different each other, to all
combinations of devices, their channel-paths,
and VMs. We also have presented other inter-
mediate methods.

With these methods, OSs in VMs, being al-
lowed to share channel-paths, can obtain two
kinds of benefits simultaneously, that is,
improvement of I/0 response with the CPR and
that of CPU performance with the DIO.
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