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1 Introduction

Distributed Shared Memory (DSM) is defined to
be a shared memory area over network, Network Of
Workstation(NOW) can act as a parallel machine
using DSM. The DSM space in every workstations
of NOW always should be consistent .This consis-
tency is maintainced by the continous communica-
tion via network.The cost of communication should
be decreased,in order to improve the performance of
DSM.But with the contrast to the improvement of
CPU, and hard disk, the speed of network became
the bottle neck of DSM. In this Paper, we will in-
troduce a new mechanism to maintain the memory
coherence of WAKASHI, which is a prototype of Per-
sistent DSVM. That mechanism can also decrease
the cost of communication in some degree. First,
the overview of the memory coherence mechanism
of DSVM is introduced in section 2. and WAKSHI is
described in section 3 briefly . Next we will introduce
the new memory coherence mechanism in WAKASHI
in section 4. Finally,the conclusion is given in section

-

o.

2 Overview of the memory coherence

mechanism of DSM

Any processor can access any memory location in
DSM space directly.A DSM space is coherent if the
value returned by a read operation is always same
as the value written by the most recent write opera-
tion to the same address[1]. The memory coherence of
DSM is maintained by the communication between
these duplicated imageg in DSM.The speed of net-
work is often a bottleneck of DSM,while the number
of these duplications is large. So to decrease the cost
of the communication is the most important for im-
proving of DSM.

In Weaken Consistency(WC) models[2,3,4], their
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performance can be improved a great deal by having
users to take part in keeping memery coherence in
some degree, such as the explicit locking command,
barrier’s setting, and so on.We can say that this way
may be not a good way to have users share the load
that should be imposed on system, and there are a
great deal of complexity in the programing on these
system.

3 Architecture of WAKASHI

Wakashi is a Distributed Virtual Shared Memory
(DSVM)System for Object Orient Database , which
And there are 2
main functional blocks in each wakashi server pro-

is based on NOW enviorment.

cess, which are Storage Management,and Transac-
tion Management.

3.1 Storage Management

A DSVM space of Wakashi is a group of heaps . A
heap comprises a sequence of bytes,which is mapped
from a disk file. A Wakashi heap can be distributed
into all of the workstations via local mapping or re-
mote mapping. If a heap in a workstation is created
by local mapping , the server process in this work-
sation is called as the “primary server” of this heap,
otherwise it is called as the “mirror server”. And the
primary server can manage the remote access in rea-
sonable order.

The granularity of heap is a page, whose size is
decided by the setting of Operating System, usually
as 4K. In order to synchronize the access of each
page,We defined two kinds of page locks which are
write-lock(WL) and read-lock(RL).The read lock is
shared and the write lock is exclusive.

3.2 Transaction Management

As Wakashi is designed for Object Orient Database
System,each user of any lock is decided only as a
transaction. And we employed 2PL to maintain the
serializability, when the transactions run in parallel.
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4 Memory Coherence Mechanism of
WAKSHI

WAKSHI uses Wirte Invalidate(WI) coherence
protocol as common protocol.For example, there is
a page read-lock-request in remote wakashi server, if
the page is valid , then the request is permitted right
now. If the page is invalid then the request is for-
warded to primary server, the value of this remote
page will be refreshed in case that the lock-request
can be permitted.In the case of write-lock-request,
firstly the lock-request will be forward to primary
server. And if there are other copy(s) of this page
distributed into the other servers, , an invalidation
message should be send to every copy of this page
when the lock-request can be permitted. And a page
remain valid until a invalidation comes. Totally, the
efficient of read is local , and the efficient of update
is global in common case of wakashi. If the percent-
age of update access in DSM application is low and
the number of machines is not too large, the perfor-
mance of write invalidate coherence is better. Or the
performance may decrease . So we can say that the
presupposition of this protocol is that the percentage
of update is low and the number of valid copys of the
page is not too large.

A new protocol named “Even Cost protocol” (EC)
is introduced as an assist way of “write invalidate
protocol” It means that the cost of read and update
access should be even. For example, there is a page’s
reading request in remote wakashi server, although
the page is valid , then the request is also forwarded
to primary server. If needed, the value of this remote
page will be refreshed .In the case of a page write re-
quest. the lock-request will be forward to primary
server. Although there are other copy(s) of this page
distributed into the other servers, , invalidation mes-
sage need not to be send to every copy of this page.
It is that
the percentage of update is so high that the extental

This protocol also has a presupposition .

cost of update is too large.

The two protocol above have advantage and short-
coming respectively. We found that it is good way to
hybrid them dynamicly. In other words, in common
case the write invalidation protocol can be selected
as fist choice.but if the cost of update becomes larger
,then the Even Cost Frotocol should be better choice.
This protocol , we call it “Hybrid Balance Cost Pro-
tocol” (HBC). This name means that this protocol is
to keep the balance cost via hybrid of “write invali-
date protocol” and “Even Cost Protocol”.

We select EC for a page when the page became a
Update-Hot-Spot. Update-Hot-Spot is defined as a
page that is updated frequently during a period of
time. The period of time is named as the “Hot-Last-
Period”.

Rybrid Balance Cosf
Protocol

Update Cost
Is Migh?

Write Even
Invalidate Cost
Protocol Protocol

B 1: Structure of Hybrid Balance Cost Protocol

5 Conclusion

Memory Coherence of DSM is the most import
and diffcult problem. WAKASHI is a DSM proto-
type system. WAKSHI employs two kinds of im-
plicit page-based locks(write-lock and read-lock) to
synchronize the accss on the DSM of WAKASHI.For
the process of lock or unlock is transparent to user’s
level, it is simpler for user to programing on WAK-
SHI than on the relaxed consistency system.In order
to decrease the cost of communication , we firstly se-
lect the “write invulidate protocol “as basic protocol
when the percentage of write is low in common case.
If the percentage become high , WAKSHI can switch
“Even Cost Protocol” as the substitute of the “write-
invalidate protocol”.This hybrid protocol is named
as “Hybrid Balance Cost Protocol”.Following is the
comparison table of WC,WI, and HBC protocols.

Consistent Safety | Performance
WwC low best
WI high good
| HBC high better
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