Vol. 40 No. 1

Regular Paper

Transactions of Information Processing Society of Japan

Jan. 1999

Creating a Noisy Parallel Corpus from Newswire Articles
Using Cross-Language Information Retrieval

NIGEL COLLIER,"* HIDEKI HIRAKAWA' and AKIRA KUMANO!

In this paper we present an adaptation of cross-language information retrieval for the pro-
duction of an aligned bilingual corpus from noisy-parallel English-Japanese newswire articles.
We implement the standard vector space model and show though simulation the effectiveness
of five variations for the alignment task. The methods are computationally efficient, easy to
evaluate, and generalizable to other genres and language pairs—an important factor if we
are to use the aligned articles for knowledge acquisition in unrestricted domains. Our results
show that alignment precision levels of over 70% at 70% recall are possible.

1. Introduction

Our goal in this paper is to show how the
term vector translation model in cross-language
information retrieval (CLIR) can be adapted
to match bilingual texts for the production of
aligned parallel corpora. Our investigation uses
newswire texts in English and Japanese. The
methods are intended to be computationally ef-
ficient and re-usable, making minimum use of
external knowledge sources. The purpose of our
research is to use the resulting noisy-parallel
corpus for bilingual knowledge acquisition to
supplement a general-purpose machine transla-
tion system. It is important therefore that the
methods can be applied to unrestricted text.

Availability of multi-lingual corpora is an im-
portant issue for the development of machine
translation. The knowledge from such resources
has many applications, including extraction of
statistical relations for machine translation?),
word sense disambiguation®)5):1%)  learning
translation rules and templates!?), bilingual
vocabulary extraction®)21:22) and detecting
omissions in translation®?).

It is becoming increasingly apparent that
clean-parallel corpora used in most previous
studies, such as the Canadian/Hong Kong
Hansards, are very rare, and this limits the
applicability of the techniques developed for
knowledge extraction from them. Recently, pa-
pers®):11)~15),20) have appeared on the subject
of noisy-parallel corpora, where alignment does
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not often occur on a one-to-one sentence basis.
As Internet resources become more plentiful we
are likely to discover many sources of noisy-
parallel texts. However, the task of aligning
corresponding units of text is more challenging.

In our work with Reuter bilingual English-
Japanese newswire articles we have found
that text units correspond poorly at the sen-
tence level due to the heavy reformatting
that occurs during translation, which. includes
large omissions, reordering, and concatenation
of sentences. If we attempt sentence align-
ment, we will lose much information from
non-corresponding sentences. Although many
words and phrases correspond due to the na-
ture of news events, we found that sentence
alignment using linguistic methods could suc-
ceed for only a small fraction (4.4%) of sen-
tences. Consequently, the most appropriate
and reliable units of alignment appear to be at
the article level. The approach we present in
this paper is particularly applicable when there
is an absence of language-independent annota-
tions with which to establish a bilingual rela-
tion.

In this paper we describe the application of
information retrieval (IR) techniques, based on
the vector space model, for aligning parallel
texts. The translation method we use is dictio-
nary term lookup, which although simple has
shown performance equal to other CLIR meth-
o0ds?)7). The method has the advantage of be-
ing effective while being straightforward to im-
plement and evaluate.

After presenting a summary of the CLIR task
we introduce several standard models and show
through simulations their effectiveness for news
article alignment.
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2. Task Description

A standard task in IR is to retrieve docu-
ments from a large collection in response to
a user’s query. These documents are typically
scored according to relevance and presented to
the user in ranked order. A related task, which
was first investigated by Salton?5)26) and more
recently under the title cross-language informa-
tion retrieval is to enter the query in a different
language to that of the document collection.

In Salton’s early investigation the task of
translating the query vector was significantly
simplified. The transfer dictionary contained
a controlled vocabulary with the exact transla-
tions of the terms in the query vector. There-
fore the task of transfer disambiguation which
results from polysemy and homography was not
a significant factor. This is a major difference
from the task we face in a multi-domain task,
which demands a bilingual lexicon with signifi-
cant coverage. This necessarily implies increas-
ing homography as coverage increases. Salton’s
broad conclusion from his experiments was that
the methods used for monolingual IR were al-
most as effective for the multilingual task. With
the increased availability of bilingual lexical re-
sources, we can remove some of the simplifying
assumptions that restricted Salton’s investiga-
tion and also aim at full automation of the task.

In recent CLIR studies using broader lan-
guage coverage (for example, Davis, et al.l%
on the Spanish TREC corpus) a significant dif-
ference has been found between the results for
monolingual document retri eval and retrieval
when the query has been translated from an-
other language. This performance penalty has
been linked to the degree of transfer ambi-
guity, that is, the number of polysemes and
homonyms in the query vector.

The central issue for CLIR, as identified by
Davis?), is whether vector matching methods
can succeed given that they essentially exploit
linear relations in the query and target docu-
ment, relying on term-for-term translations.

3. Implementation

Given a corpus of English source texts and
another corpus of Japanese summary transla-
tions, it was natural to consider the Japanese
texts, which are typically only four or five sen-
tences long, as IR queries. The goal of article
alignment can be reformulated as an IR task by
trying to find the English document(s) in the
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Fig. 1 System overview.

collection (corpus) of news articles that most
closely correspond to the Japanese query. The
overall system is outlined in Fig.1 and dis-
cussed below.

Our method of investigation differs in sev-
eral ways from that of other researchers in
CLIR. Previous work has focussed on analysing
the relative performance of models for mono-
lingual and multilingual IR given the addi-
tion of a query translation stage. These au-
thors therefore used queries in the document
collection language as a control and compared
performance to the back-translation of hand-
translated queries in a second language.

In our work, we are using quite well-known IR
models and are not so concerned with the differ-
ence between monolingual and cross-language
performance. Indeed, we assume that our
queries start life in a different language to the
document collection, together with all the com-
plex reformatting characteristics which we have
described above. Our work also differs from
previous studies in the size of the query, which
is typically less than ten terms for standard
document retrieval tasks; for example, Hull, et
al.'® and Sheridan, et al.?®) use 7 and 5 terms
per query, respectively. Our queries, despite be-
ing generated from short news articles, are sig-
nificantly longer, usually containing over fifty
terms before they are translated. Furthermore,
the size of the document search space is small in
comparison with that of the standard IR task,
and we require very high precision to match
queries to individual documents.
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Annan to ask U.S. Congress for U.N. arrears

By Evelyn Leopold

UNITED NATIONS, Dec 16 (Reuter) — Kofi Annan, the newly-chosen U.N. secretary-general, said
on Monday he would speak to the U.S. Congress if that was what was necessary to get Washington
to pay its debts. I think it will be necessary and I am prepared to do so, he said in reference to
the $1.3.billion arrears owed by the United States which is bankrupting the world organisation. I
hope that I'll be able to work with the administration and through them to Congress to get the
United States to pay its arrears and to pay it dues because without a stable financial base, it is
extremely difficult to carry on reform, he told the Newshour With Jim Lehrer in one of his first U.S.
television interviews. Asked why he wanted the post, he replied, that’s a good question. Someone
had to do it and it turns out to be my lot. And a friend of mine described it as a job from hell.
Annan, 58 the Ghanaian U.N. undersecretary-general for peacekeeping, was chosen by the

15-member Security Council on Frid ay s to succeed Secretary-General Boutros Boutros-Ghali, of
Egypt, whose candidacy for a second five-year term was torpedoed by the United States.
Annan will be formally appointed on Tuesday by the 185-member General Assembly;. The

United States said it opposed Boutros-Ghali s because he did not move quickly enough in stream-
lining the organisation. But Annan, who was supported by Washington, said the organisation had
to decide what the purpose of reform was. Let me say that the reform is important as we have all

discussed, he said...

Fig. 2 Example of sentence alignment in noisy corpora.

3.1 Newswire Articles

One of the richest sources of bilingual in-
formatio for knowledge acquisition may be
newswire sources. In particular, international
news stories, even those produced by different
agencies, may correspond because of the com-
mon interest in the events covered.

Our English document collection consists of
daily news articles published by Reuters on the
Internet during the period from 7th December
1996 to the 9th May 1997. In total we have
6782 English articles, with an average of about
45 articles per day. After pre-processing has
taken place to remove hypertext and format-
ting characters, we are left with approximately
140000 paragraphs of English text.

In contrast to the English news articles, the
Japanese articles, which are also produced daily
by Reuters, are very short. A Japanese article
is a translated summary of an English article,
but as we mentioned earlier, considerable re-
formatting has taken place. The 1488 Japanese
articles cover the same period as the English ar-
ticles. From this collection we selected a sample
for our query set. We discuss the composition

of the query and judgement set later.

We examined several pairs of hand-aligned
news articles to get a better understanding of
the degree of parallelism in our corpora. We
observed that in most cases the Japanese sen-
tences are summaries of key sentences in the
English article. The positioning of the key sen-
tences varies between translation pairs as is
shown in Fig. 2.

A further factor was that not all the key sen-
tences were contained in a single English ar-
ticle. The reason appears to be that in one
day several versions of an English news article
appear on the newswire as the event which is
described develops. The Japanese translation
may draw on multiple sources including some
which do not appear on the public newswire at
all. These characteristics make sentence align-
ment very challenging, and illustrate why we
chose the article as our unit of alignment. The
basic task therefore is to align one Japanese
news article to multiple English articles. On
average the matching ratio is 1:4.

3.2 Query Translation.

In order to match English and Japanese doc-
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uments it was first necessary to translate the
Japanese text into English. Query translation
using term vector translation is possibly the
simplest option available. Full machine trans-
lation would undoubtedly reduce the level of
transfer ambiguity, but it would not give us the
range of synonyms which we need to ensure a
lexical match.

The disadvantage of term vector translation
using a bilingual lexicon arises from the shallow
level of analysis. This leads to the incorporation
of a range of polysemes and homographs which
act to reduce the level of matching between
the query and its corresponding English doc-
ument(s). In fact we find that the greater the
depth of coverage in the bilingual lexicon, the
greater this problem will become. For example,
terms with many translations could make the
query vector too general, leading to a loss of
precision in document retrieval. Furthermore,
the most precisely defining terms for a news ar-
ticle are often proper nouns, for which the cov-
erage in our bilingual lexicon is very low.

Another problem is the issue of how we
weight the terms in the translated query vec-
tor. As we know from statistical machine trans-
lation, different terms will not have the same
likelihood of translation; how, therefore, should
we incorporate such information in the query
vector? Moreover, the weighting of alternative
homonyms should also be considered. In this
study we assign each homonym term its full
weight.

3.3 Term Formation

An important issue in indexing a document
is term selection. We must decide for exam-
ple, whether to use phrases or single words,
stemmed words or surface forms in the index.

There is considerable evidence!®»?”) that the
use of phrases in the index gives superior pre-
cision to the use of single words. However, we
decided not to use phrases in the index at this
stage, for several reasons outlined below.

Firstly, we wanted to establish a base case for
article alignment using single terms. Secondly,
the reusability consideration led us to avoid as
far as possible the use of external knowledge
sources for phrase identification.

Thirdly, an issue for the cross-language IR
task is the accuracy with which phrases can
be translated. There is some evidence, for
example in Ballesteros and Croft?, that in-
correct phrasal analysis can lead to mistrans-
lations which significantly reduce performance
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in CLIR systems. An alternative to general
phrasal analysis is to translate just the proper
nouns, which are known to be helpful; however,
the coverage of such phrases in our bilingual
lexicon is not so wide, and we decided to trans-
late them on a term-by-term basis to maintain
methodological consistency. We will comment
further on this later.

Our bilingual dictionary contained 79,000
Japanese words in base form, including approx-
imately 14,000 proper nouns relevant to inter-
national news. Lexical lookup and transfer re-
turned quite a mixed bag in the morphologi-
cal sense. It seems intuitive therefore that we
should normalise words to improve term match-
ing. In the simulations described below, we
measure the effectiveness of English stemming
using the Porter algorithm?® as one refinement
of the basic model.

The result is a balanced compromise between
a purely statistical approach and the need to
introduce some bilingual knowledge in order to
establish a correspondence between English and
Japanese articles.

Our basic approach is a simple one. We look
up each term in the query vector and find its
list of translated terms in the document col-
lection language. Duplicate terms were not re-
moved from the translation list. We incorporate
word frequencies from analysis of the document
collection within the matching model so that
high-frequency terms will be given less weight-
ing than low frequency terms.

The objective is then to determine for each
query the relevance of each document in the
collection. The relevance is determined by the
number of matching terms and their distribu-
tional characteristics both in the document it-
self and also in the rest of the collection.

Figure 3 shows an example translation of
a single Japanese sentence used as part of a
query. Firstly, we notice that our bilingual
lexicon contains an uneven coverage of proper
nouns. For example, “/XF% A ¥ /7 receives its
full translation in English as “Islamic Republi
¢ of Pakistan”, whereas “% ') /N>” (Taliban) is
not found and is left untranslated. We believe
that this is an accurate reflection of the proper
noun coverage in many publicly available bilin-
gual lexicons that have been added to ad hoc.

In the example we also see the generation of
various synonyms such as “market”, “mart”,
and “marketplace” from “Ti¥”. The lexicon
also produces a range of inflected forms, such
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Fiz, NFRAY U IHBPPOBEHICIINE, BT - VHLEICMNETATIET, Ko VNV iRASEM
BN 22 E D, 3ADRE, 3T AVBEEL TS,

again some day later for the second time also next moreover and or nor Pakistan Islamic Republic
of Pakistan Islamic Rep. of Pakistan in on be exist happen have possess keep occur occur situate
locate site find show illustrate with having another other different distinct separate new other than
apart from aside from besides except except for particularly in particular especially independently
separately additionally apart news agency Kabul center middle middle core centre main leading
major central principle focusing on emphasizing laying stress on attaching importance to centering
on centering around revolving around consisting mainly of town city street locate situate position
situation location place site rank station stand lie market mart marketplace # ') 73> bundle bomb
devise set in stall start set injured hurt injury wound cut bruise wounded injure get

Fig. 3 Example of lexical transfer.

as “injure”, “injured”, and “injury”. Unfortu-
nately the inflectional coverage of word forms in
the lexicon is not so consistent, so we perform
word normalisation with a stemming algorithm.

The translation of numerals is an interesting
issue, but has not been dealt with yet in our
system. For example, if we read “1 7 5000”
in Japa nese, this could be translated into En-
glish as either “15,000”, “15000” or “fifteen
thousand”. Clearly some sort of numeric nor-
malisation routine is required to make use of
these language-independent clues. Surprisingly
though, we have found that many of the nu-
merals in corresponding articles are different.
Often exact numerals appear in one article and
a rounded figure in another for monetary and
population units. A second factor seems to be
that a series of English news articles is produced
as the news event develops with statistics being
refined. Dates on the other hand are constant
except where they refer to the date of publica-
tion of the article and its translation.

4. Models

Below we present several models that cal-
culate the similarity between an English and
Japanese news article with increasing sophisti-
cation.

Terminology

An index of t terms is generated from
the document collection (English corpus) and
the query set (Japanese articles). Each
document has a description vector D =
(wa1, w4z, - . -, wat), where wyy, represents the
weight of term %k in document D. The set
of documents in the collection is N, and ny
represents the number of documents in which
term k appears. tfg, denotes the term fre-
quency of term k in document D. A query

Q is formulated as a query description vector
Q = (wa, Wqe2,- .- ,wqt).

Model 1: tf

Our base model calculates the similarity be-
tween () and D using a simple inner-product
correlation of term frequencies tf.

¢
P(Q,D) = werwa, ey
k=1
where '
Wk = tf:ck- (2)

Model 2: tf with document length nor-

malisation

Model 1 produces a score that in theory is
unbounded, and in practice is bounded only by
the size of a document. This is unsatisfactory
because longer documents will have an unfair
advantage since (a) they contain more terms,
and (b) the terms have higher frequencies of oc-
currence. Model 2 uses the cosine coefficient to
normalise the score by taking into account the
number of terms in the query @ and document
D. ,

t

Cos(Q,D) = —3 D=1 wqfw‘”“

(X k=1 ka XY et Wip)H?

. ®3)
Model 3: Lexical normalisation with
English stemming
We now supplement Model 2 with aa En-

glish stemmer to remove the suffix variations

between surface words in the English docu-
ments and the translation of the query. We de-
cided to use the Porter algorithm?% , whose op-
erational characteristics are well documented,
for example, in the investigation by Hull and

Grefenstette.

We found that stemming resulted in a re-
duction in the size of the lexicon generated
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from the document collection from 37554 sur-
face words to 25816 word tokens, a reduction
of approximately 31%. After stemming an av-
erage Japanese query had a cardinality of 211
English tokens and an average English docu-
ment a cardinality of 174 word tokens.

Model 4: Refining weights with idf

Rather than simply using weights which are
limited to the frequency of the term in a sin-
gle document or query, we would like to take
account of the frequency within the document
collection as a whole.

Model 4 combines the term weight in the doc-
ument or query with a measure of the impor-
tance of the term in the document collection as
a whole. This gives us the well-known inverse
document frequency édjf.

Wek = tfur X 10g(IN|/ny) (4)

We note that, since log(|N|/ni) favors rarer
terms, idf is known to improve precision.

Model 5: Query expansion with local

relevance feedback

Local relevance feedback!) aims at refining
the weights in the query vector by incorporating
information from previously discovered relevant
documents. The query is then rerun and hope-
fully recall will be improved. In theory, terms
which are present in' the top retrieved docu-
ments have implicitly been identified as rele-
vant to the query. Previous authors in IR have
reported dramatic improvements of up to 50%
as a result of relevance feedback, and the early
results in CLIR, for example, those given by
Sheridan and Ballerini?®), seem to share this
trend.

We use a variation of the Rocchio method to
refine and expand the query description vector
Q. We find all relevant documents in the col-
lection which match the query Q better than
a threshold, and sum the weights of this sub-
collection. In our tests we used a threshold of
0.10, which we found to be almost optimal. The
weights from the relevant documents and those
from non-relevant documents are mixed with
the original query weights as follows:

Q, =aczj+ﬁﬁ S b,
D;eR
1
A D, (5)

IN - RI D; EAVN-:—-R
where R is the set of relevant documents found
and Q; is the query to be refined. Small modi-
fications to term weights are known to be most
effective in Rocchio relevance feedback (see, for
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example, Salton?”)) and following this we found
that, in our simulations, values of a = 1.0,
B =0.2, and XA = 0.2 worked quite well.

5. Evaluation

To automatically evaluate fractional recall
and precision it was necessary to construct
a representative set of Japanese articles with
their correct English article alignments. We call
this a judgement set.

The judgement set consists of 100 Japanese
queries with 454 relevant English documents.
Some 24 Japanese queries had no correspond-
ing English document at all. These irrelevant
queries can be thought of as “distractors” and
the large percentage is a particular feature of
this alignment task, emphasizing the necessity
for the matching method to have fine precision
as well as good recall.

This set was then given to a bilingual checker,
who was asked to asign each aligned article pair
to one of the following categories:

(1) The two articles are translations of each
other.

(2) The two articles are strongly contextu-
ally related.

(3) No match.

We then removed type-3 correspondences so
that the judgement set contained pairs of ar-
ticles which at least shared the same context,
that is, referred to the same news event. Given
that the distinction between type-1 and type-
2 correspondences is not always clear because
of partial translation correspondences, we felt
that it was better to include type-2 correspon-
dences, to capture as much bilingual informa-
tion as possible.

Following inspection of matching articles, we
used the heuristic that the search space for each
Japanese query was three days of English arti-
cles, which contained on average 135 articles.
This is small by the standards of conventional
IR tasks, but given the large number of distrac-
tor queries, the need for high precision and the
low level of analysis in translating the query
from Japanese to English, the task is challeng-
ing.

6. Results and Discussion
We define recall and precision in the usual

way as follows:
no. of relevant items retrieved

no. of relevant items in collection

(6)

recall =
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Recall

Recall and precision for English-Japanese article alignment: 100

Japanese queries over 6782 English documents, with a mean search
range of 135 documents per query. +: Model 1, x: Model 2, x: Model
3, open square: Model 4, close square: Model 5.
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L no. of relevant items retrieved
precision =

no. of items retrieved
(7)

Figure 4 shows the recall-precision curves
for the five methods. Results are calculated by
increasing the threshold of the matching score.
The area of most interest to us for our appli-
cation of knowledge acquisition is in the 0.2 to
0.8 recall range. Mean precision levels for this
range are summarized in Table 1.

Model 2 improves greatly over Model 1. Qur
results reflect the belief in IR (for example,
in Singhal, et al.?)) that cosine normalisation
benefits the retrieval of shorter documents. A
detailed inspection of the results showed that
this was generally true, but a significant frac-
tion of very short English documents with a
length of 7 sentences or less could not be re-
called. Almost 10% of the English articles in
our sample were of very short length, and only
4% of these were found with Model 2. We also
see in Fig. 4 that length normalisation becomes
of slightly less benefit as recall increases past
0.8. This shows that even though Model 2 can

Table 1 Mean precision for all methods. The figures
are calculated over the 0.2 to 0.8 recall range
from curve interpolation on the simulation re-
sults.

Model

Mean precision
0.47
0.69
0.68
0.72
0.75

Tt W N

compensate for differing absolute term overlap
it cannot compensate as well for low term over-
lap in matching documents which is found at
high recall and low precision.

In line with results for monolingual IR, for ex-
ample Hull, et al'”), we see that stemming in
Model 3 improves recall by up to 5%, but only
at recall levels below 40%. The effect of stem-
ming at higher recall levels is to reduce precision
quite substantially. The overall effect on mean
precision in Table 1, however, is —1%. This is
surprising given that no morphological analysis
has taken place in lexical transfer. One expla-
nation is that stemming improves matching of
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Table 2 Example of erroneous article matches caused by an ill-defined query.

Article title

Ill-defined terms

FIR—AY v OBRAT — T, 228 BRMKS .

S. African police arrest two whites after explosions

Algeria says rebels killed 18 people overnight
Explosion reported in Belfast centre-police
Explosions shatter peace at Peru siege site

explosion, bomb, blast

rebel, kill, force

explosion, centre

explosion, injury, rebel, force

Jan.

1999

cognate terms, but also increases the general-
ity of terms, so that we have improved preci-
sion where a query and a document are already
well matched at the expense of reduced preci-
sion where the correspondence is not so good.

Incorporating idf in model 4 led to another
significant improvement in the mean precision
of +4%. This confirms that term relevance
should be considered in CLIR. The idf method
does not, however, capture all the relevance in-
formation, and we would like to incorporate
term frequency within documents in future im-
plementations.

The results from Model 5 show an overall im-
provement in the mean precision of +3% in the
key recall range, but also much more significant
improvements at higher levels of recall. This
is natural, as relevance feedback is designed to
find those documents which are not matched
strongly with the original query. At the lexi-
cal level, relevance feedback should reduce the
weighting of irrelevant homonyms and increase
that of relevant homonyms.

Generally we see that precision peaks at
about 75%. When we analysed the erroneously
recalled article pairs at this level of precision,
we found that many of the English articles were
somehow related to the Japanese article, but
could not be classified as having a “strong” con-
textual relationship in our scheme, which re-
quires not only that the articles refer to the
same news event, but also that they refer to
the same “aspect” of that event. This illus-
trates the somewhat fuzzy boundary between
levels of correspondence.

Furthermore, one or two queries were respon-
sible for a large amount of the error (fallout)
at high precision levels as shown by Fig. 5.
Although such dll-defined queries have proper
nouns to anchor the Japanese to the English
articles, other terms acquired disproportionate
importance due to their low frequency in the
corpus as a whole. An example of an ill-defined
query title is shown in Table 2, where the
Japanese article tells us about a bomb explosion
in Kabul, the Afghan capital, killing a number

0.8

low precision

0.6

Fraction of fallout

0.4

0.2

o

N L L .
0 10 20 30 40 50 60 70 80 90 100
Query number

Fig. 5 Percentage contribution to fallout (of Model
4) by query at increasing precision levels.

of people. The disproportionate key terms are
shown against the incorrectly matching English
document titles.

7. Future Research

Clearly an extension in the scope of the sim-
ulations is needed to test how generalizable our
conclusions are. We have shown how well the
methods perform for a particular genre (inter-
national news stories) and a particular language
pair (English and Japanese). In order to gain
a better understanding of the processes which
influence article alignment, we need to extend
the simulations to cover other document collec-
tions.

Despite these limitations, the results are im-
portant in that they are indicative of how we
can expect CLIR systems to perform for En-
glish and Japanese. The news article align-
ment task can be thought of as a half-way
point to full CLIR, because the queries are
quite short in comparison to full news articles,
but longer than the single sentences common in
some TREC tasks.

The approach presented here is deliberately
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very general, and we have not used linguistic
analysis in lexical transfer. Improvements in
performance could be made if the user had ac-
cess to more sophisticated analysis, for example
with a machine translation system, to remove or
reduce the level of transfer ambiguity, that is, to
reduce the number of homonyms generated for
each Japanese term. This raises the interesting
question of how the trade-off between reduced
ambiguity in machine translation will compen-
sate for the synonym choices available in dictio-
nary term lookup. A recent study by Collier, et
al.”) explores this cross-method comparison.

The experiments given in this paper assume
a term-to-term translation model which ignores
the effects of using phrases in the index. De-
spite the generally held assumption that in-
dex phrases are better than terms, a recent
study by Ballesteros, et al.?) has found that
the worsening effects resulting from poor analy-
sis of general phrases can outweigh the benefits
of proper noun identification for translation in
CLIR. This aspect of CLIR deserves further in-
vestigation, and we would like to incorporate
appropriate experiments into our work in the
future.

The presence of appropriate proper nouns in
the bilingual lexicon is likely to have a sig-
nificant influence on performance. We envis-
age that our system will form part of a knowl-
edge acquisition cycle in which bilingual knowl-
edge is extracted from the aligned texts and
used to improve the bilingual lexicon for fu-
ture news article matching. Previous studies
as Refs. 6):13):15),20) etc. have shown the feasi-
bility of bilingual lexical knowledge acquisition
for noisy-parallel texts.

8. Conclusion

In this paper we have shown the application
of CLIR to bilingual corpus alignment where we
cannot rely on language-independent alignment
clues. We have shown through simulations that
automatic alignment of noisy-parallel English-
Japanese texts is practical using only the most
basic linguistic resources.

Given the small search space for news article
matching, we would expect a very high level of
precision. Clearly though, the results show that
the task of CLIR is not so simple. Lexical trans-
fer of news articles makes the problem challeng-
ing, especially as we have very few proper nouns
in our bilingual lexicon. Another factor is our
use of contextually related article pairs in the
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judgement set. Our results may show that this
category needs a tighter definition, since very
loosely related articles fail to match.

Among the major influencing factors are the
degree of polysemy in the bilingual lexicon. As
our lexical coverage for matching increases, our
algorithm must improve in sophistication to im-
prove precision. One such method would be to
improve the analysis of the Japanese article and
to reduce ambiguity. Another method would be
to identify phrases for indexing the news arti-
cles.

The size of the news articles has largely been
compensated for by length normalisation, but
very short articles of less than 7 sentences are
still difficult to match. This is a problem, be-
cause a large proportion of articles in our col-
lection are very short. Stemming (at lower re-
call ranges), inverse document frequency, and
relevance feedback all improved recall-precision
marginally. '

The methods we have used are all easily
generalizable to other text collections and lan-
guages. This will be needed if we are to acquire
a broad range of bilingual knowledge in our next
task, which is knowledge acquisition.
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