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Group Communication Protocol for Hierarchical Group
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A group including a large number of processes implies large computation and communica-
tion overheads O(n?) to manipulate and transmit messages for number n of processes in a
group. In this paper, we discuss a hierarchical group (HG) where subgroups of processes are
interconnected in order to reduce the overheads. We propose a hierarchical group (HG) pro-
tocol to causally deliver messages to processes in the hierarchical group. In the HG protocol,
each message carries a vector whose size is the number of subgroups, smaller than number of

processes in a group.

1. Introduction

In distributed applications like telecon-
ferences, a collection of multiple processes
is cooperating to achieve some objectives.
The collection of processes is referred to as
group 1):5),7),9)~14) " T virtual universities, stu-
dents in the world can admit courses. In
these applications, huge number of processes
are cooperating, which are distributed in var-
ious areas like not only local area but also wide
area. A large-scale group is a group which in-
cludes hundreds of numbers processes. A wide-
area group is a group where processes are dis-
tributed in wide-area networks like the Internet.
Tachikawa and Takizawa '2)13) discuss proto-
cols for wide-area groups which adopt fully
distributed control and destination retransmis-
sion.

A group communication protocol supports a
group of n (> 1) processes with causally/totally
ordered delivery of messages'". In order to
support the ordered delivery of messages, a vec-
tor clock V"7 including n elements is used. A
header length of a message is O(n) for number
n of processes in a group because the message
carries the vector clock. Computation and com-
munication overheads are O(n?) because a pro-
cess sends a message to all the processes in a
group. Even if a group of tens of processes can
be realized by traditional group protocols, it is
difficult, maybe impossible to support a group
of hundreds processes due to large computation
and communication overheads. In order to re-
duce the overheads, hierarchical groups are dis-
cussed Y1 Papers 2 discuss how to mul-
ticast messages in a hierarchical group but do
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not discuss ordered delivery of messages. Taka-
mura and Takizawa '4) discuss how to support
the causally ordered delivery in a hierarchical
group by using the vector clock but the the
vector size is the total number of processes. In
this paper, processes in different local areas es-
tablish a subgroup which supports the causally
ordered delivery of messages by its own mecha-
nism like physical clock ®), liner clock®, vector
clock "7 and centralized controller®. Sub-
groups are interconnected by the Internet to
make a group. We discuss a new type of hierar-
chical group (HG) protocol for a large-scale and
wide-area group of processes, where each mes-
sage carries a vector whose size is the number
of subgroups, smaller than the total number of
processes.

In section 2, we present a system model. In
section 3, we discuss the causally ordered de-
livery of messages in a hierarchical group. In
section 4, we discuss the HG protocol. In sec-
tion 5, we evaluate the HG protocol in terms
of computation and communication overheads
compared with traditional protocols.

2. System Model

2.1 System Configuration

We present a system configuration of this pa-
per. A system is composed of multiple pro-
cesses interconnected in networks. A group of
multiple processes are cooperating in order to
achieve some objectives. In the one-to-one com-
munication like one supported by TCP/IP 3)
and multicast communication ?), each message
is reliably delivered to one or more than one
process, i.e. in the sending order with neither
loss nor duplication of message. On the other
hand, in the group communication, a process
sends a message to multiple processes while re-
ceiving messages from multiple processes in a
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group. The membership of the group may be
dynamically changed by members’ leaving and
new members’ joining the group V. In addi-
tion, messages are required to be causally de-
livered to destination processes in the group ).
Let s;(m) and r;(m) denote sending and receipt
events of a message m in processes p; and pj,
respectively. By using the happens-before re-
lation ®, the causally precedent relation “—”
on messages is defined: a message m causally
precedes another message ms (m; — mg) iff
si(m1) happens before s;(msa). A process is re-
quired to deliver a message my before another
message mo if my causally precedes ms.

Processes are interconnected in networks.
Every pair of processes can communicate with
one another through a logical communication
channel supported by the network. For exam-
ple, each channel is realized in a connection sup-
ported by TCP/IP %),

2.2 Functions of Group Protocols

It is significant to discuss which process co-
ordinates communication among processes in a
group. One way to coordinate communication
is a centralized way 9-°) where there is one con-
troller in a group. Every process first sends
a message to the controller and then the con-
troller delivers the message to all the destina-
tion processes in the group. The delivery order
of messages is decided by the controller. An-
other way is a distributed way where there is
no centralized controller. Every process directly
sends messages to the destination processes and
directly receives messages from processes in a
group. Each process makes a decision on de-
livery order and atomic receipt of messages by
itself, e.g. by using the vector clock ™. ISISY
takes a decentralized way where every destina-
tion process sends a receipt confirmation to the
sender of a message assuming the underlying
network is reliable. Takizawa, et al.9):10):13)
take a fully distributed approach where every
destination process sends a receipt confirma-
tion to not only the sender but also all the other
destinations by taking usage of less-reliable net-
works (Fig.1). A process can also detect mes-
sage loss on receipt of messages including re-
ceipt confirmation from other destinations. In
order to reduce the number of messages trans-
mitted in the network, receipt confirmation of
messages received is carried back to the other
processes. In addition, every process takes de-
layed confirmation. The process sends receipt
confirmation of messages only if the process re-
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Decentralized way. Distributed way.

@ :sender — : message --» :confirmation

Fig.1 Transmission of receipt confirmation.

O .
I X b
O O

Sender way. Destination way.

--» : retransmission
Fig.2 Retransmission of message.

ceives some number of messages or it takes some
time after most recently receiving a message.
Furthermore, the destination retransmission is
proposed (Fig. 2), where some destination for-
wards the message to the process on behalf of
the sender '?). In the other protocols, only the
sender retransmits the message.

In traditional distributed group protocols,
the vector clock ™) is used in order to causally
deliver messages to destination processes in a
group. For a group G of n (> 1) processes
Pl,---,Pn, avector V is in a form (V,...,V,).
Every process p; has a vector V = (V,...,V},)
where each element V; is initially 0 (5 =
1,...,n). Each time a process p; sends a mes-
sage m, the ith element V; is incremented by
one, i.e., V; := V; + 1. Then, the message m
carries the vector V- (m.V = (m.Vq,...,m.V,,))
of the sender process p;. On receipt of a mes-
sage m from another process, the vector V in
a process p; is manipulated as follows: Vj :=
max(Vy, m.Vy) (k = 1,...,n, k # i). Here,
a vector A = (4;,...,A4,) is larger than an-
other vector B = (Bj,...,B,) (A > B) iff
A > B; (j = 1,...,n) and Ay > By for
some k. A > Bif A> Bor A= B. A
message my causally precedes another message
ma (mp — me) iff m.V < moV. my is
causally concurrent with mo (my || m2) iff nei-
ther mq — mo nor moy — my.

2.3 Hierarchical Group

Since the header length of messages is O(n)
and the computation and communication over-
heads are O(n?), it is difficult, or maybe im-
possible for the protocol using the vector clock
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subgroup: G,, G;
gateway process: pjo, Pjo

Fig.3 Model of hierarchical group.

to support a larger group from the perfor-
mance point of view. One approach to reducing
the overheads is to hierarchically construct a
group ¥ For example, a group G composed
of one hundred processes p1, ..., pigo is decom-
posed into ten subgroups Gy, ...,G1g, each of
which includes ten local processes. Each sub-
group G; has one process named a gateway pro-
cess pio (¢ = 1,...,10). If a process p;s in a
subgroup G; sends a message m to destination
processes in another subgroup G; (j # i), the
process p;, first sends the message m to a gate-
way process p;o in GG;. Then, p;o forwards the
message m to a gateway process pjo of the des-
tination subgroup G;. The gateway process pj;o
delivers the message m to destination processes
in Gj. A group G is hierarchical iff G is com-
posed of disjoint subgroups and every process
in a subgroup does not directly deliver messages
to any process in another subgroup (Fig. 3). G
is flat iff G is not hierarchical.

3. Causally Ordered Delivery

We discuss a causality of messages in a hier-
archical group. A group G is composed of mul-
tiple subgroups G, ...,Gg (k > 1). Each sub-
group G; includes processes p;1, . .., pi, (I; > 1)
and one gateway process p;p. Processes and
messages transmitted in a subgroup are referred
to as local ones. A subgroup of gateway pro-
cesses P1o,---,Pro 18 a main subgroup. Mes-
sages exchanged in the main subgroup are re-
ferred to as global messages. Suppose a gate-
way process receives a local message m. A lo-
cal message which is destined to a process in
another subgroup is an outgoing one. A global
message is created from an outgoing local mes-
sage by a gateway process. Then, the global
message M is transmitted in a main subgroup
and then is changed to a local massage m; in
a destination subgroup G;. Here, m and m;
are referred to as source and destination local
messages of a global message M, sl(M) and
dl;(M), respectively. A capital letter like M
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Fig.4 Causal delivery in hierarchical group.

shows a global message for a local message m.
Let di;(m) denote a destination local message
of a source local message m in a subgroup Gj.
Let sl(m) be a source local message of a des-
tination local message m. Let g(m) denote a
global message of a local message m. A nota-
tion “M; —g M>” shows that a global message
M causally precedes another message M> in
a main subgroup of G. In each subgroup Gj,
local messages can be assumed to be causally
ordered by its ordering mechanism. A notation
“mq —; ms” indicates that a local message m;
causally precedes another local message ms in a
subgroup G;. We discuss how causalities of lo-
cal messages “mj —; mso” and global messages
“g(m1) —a g(ma)” are related.
[Definition] A local message m; causally pre-
cedes another local message ms (m; — mg) iff
one of the following conditions holds:
(1) sl(mq) —; sl(ms).
(3) mi — mg — mq for some local mes-
sage ms. O
It is straightforward for the following theorem
to hold from the definition.
[Theorem 1] g(m1) —¢g g(mo) if m; — meo.
O
Suppose a group G includes a pair of sub-
groups G; and G;. Processes pjp and pjo are
gateway processes of subgroups G; and G, re-
spectively. A process p;s in G; sends a local
message my to a process pj; in G;. A process
pj: sends a local message mo before receiving a
destination local message m/ (= dl;(m1)) and a
local message mg after receiving m} as shown
in Fig.4. That is, M; causally precedes My
(M7 —g Ms) but m; and my are causally con-
current (mq || mg). The process p;o sends Mo
to p;o after receiving M;. Hence, M; causally
precedes My (M7 —¢ Ms) in the main sub-
group of G. “My —¢g M3y” if “m; — ms” from
Theorem 1. However, “m; — msy” does not
necessarily hold even if M; —g M,. We have
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to discuss a mechanism for not causally order-
ing a pair of global messages M (= g(m;)) and
Ms(= g(m2)) in a main subgroup of G unless
“m1 — ms” holds.

4. HG Protocol

4.1 Data Transmission

We discuss a basic data transmission proce-
dure of the hierarchical group (HG) protocol
for a hierarchical group G composed of multiple
subgroups G, ...,Gi (k > 1). First, we assume
that each subgroup supports some mechanism
to causally deliver messages like vector clock.

A local message m exchanged among pro-
cesses in a subgroup G; includes following in-
formation (Fig. 5):

M.Sp = SOUrce Process.

m.dp = set of destination processes.
m.SG = source subgroup G;.

m.DG = set of destination subgroups.
m.ve = vector clock (vey, ..., veg).
m.data = data.

A global message M exchanged among gate-
way processes includes following information
(Fig. 6):

M.SG = sender subgroup.

M.DG = set of destination subgroups.
M.V C = vector clock [VCi,...,VCy].
M.DAT A = data (= local message).

Each gateway process p;o is not only a local
process in a subgroup G; but also exchanges
global messages with other gateway processes.
The gateway process p;o manipulates a global
sequence number gseq. The global sequence
number gseq shows a sequence number of a
global message. A vector vc = (vey, ..., vcg)
manipulated by each local process p;; in G; is
referred to as local vector (j = 0,1,...,1;). The
global sequence number gseq and each element
in the local vector vc are initially 0 in every
process. It is noted that the vector size is the
number k of subgroups (k < n).

First, suppose a local process p;s in a sub-
group G; sends a local message m to a pro-
cess p;; in another subgroup G;. Here, m.sp =
Dis, m.SG = G;, pjx € m.dp, and G; € m.DG.
The process p;s sends a source local message m
to a gateway process p;o where m.vc := ve. It
is noted that the local vector vc of the process
pis is not updated on sending a local message
while the traditional vector clock is incremented
on sending a message.

Then, the gateway process p;o receives the
outgoing local message m from the process
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header

|¥ sp | dp | SG | DG | ve = (vey,..., VCR) | data |

Fig.5 Local message format.

header

iSG|DG| VC = (VC,..., VG |VDATA

|sp|dp|SG|DG|vc|data|

local message

Fig.6 Global message format.

pis in the subgroup G;. The global sequence
number gseq in p;9 is incremented by one;
gseq = gseq + 1. Then, a global message
M (= g(m)) is created from the local message m
where M.V C; := gseq, M.VC}, := m.wep, (h =

ok, h #£1), M.SG := m.SG, M.DG :=
m.DG, and M.DATA := m. The gateway
process p;o sends the global message M to a
gateway pjo in each destination subgroup G; €
M.DG.

Next, a gateway process pjo in a sub-
group G receives a global message M
from another subgroup G;. Here, vep, =
max(vep, MVCy) (h=1,...,k, h# j)inpjo.
The gateway process p;o creates a destination
local message m;(= dl;(M)) from the global
message M and then forwards m; to destina-
tion processes in G;. Here, m; := M.DATA
and mj;.vc := M.VC. Each gateway process
manipulates a pair of local vector vc and global
sequence number gseq while a local process only
manipulates a local vector wve.

A local process pj; receives a local message m
from the gateway process pjo or another local
process in a same subgroup G;. Here, vcy, =
max(vep, moey) (h=1,...,k, h#j)in pj.
[Example] Figure 7 shows a group G com-
posed of three subgroups G1, G2, and G3. Let
P10, P20, and p3g be gateway processes of the
subgroups G1, Gs, and Gj, respectively. No-
tations [gseq] and (vey, veg, wves) indicate in-
stances of global sequence number and local
vector, respectively, in each process. Initially,
gseq = 0 and ve; = veg = veg = 0. First, a
process p1s in the subgroup G; sends a source
local message a to a pair of processes po; and
p3y in subgroups G, and G3, respectively. Here,
a.vc = (0, 0, 0). The local message a is sent to
the gateway process p1g. The gateway process
p1o creates a global message A from the local
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Fig.7 Communication among subgroups G1, Ga, and Gs3.
message a. Here, gseq of pig is incremented local message c is sent before b3 is received by

by one and VC = [1, 0, 0]. The gateway
process pi1g sends the global message A with
AVC =1, 0, 0] to a pair of gateway processes
P20 and p3o.

The local vectors vc in the gateway processes
poo and pso are changed to (1, 0, 0). The
gateway process poo sends a destination local
message as for the global message A to a lo-
cal destination process pg;. On receipt of ao,
ve is changed to (1, 0, 0) in pg;. Then, the
process po; sends a source local message b with
ve = (1, 0, 0) to the gateway process psg. The
global sequence number gseq of pog is incre-
mented by one. The gateway process pag cre-
ates a global message B and then sends B to
p1o and p3o. Here, BVC = [1, 1, 0]. The
gateway process pig forwards a destination lo-
cal message by of a global message B for the
local message b with b.we = (1, 1, 0). Here,
since a.vc < by.vc, the local message a causally
precedes the local message b.

In the subgroup G3, a process ps, sends a
source local message ¢ with c.voc = (0, 0, 0)
before receiving a destination local message b3
with b3.vc = (1, 1, 0). The gateway process pso
sends a global message C for the local message
c after receiving the global message B. Accord-
ing to the traditional definition of the causal-
ity, the global message B causally precedes the
global message C' since the gateway process psg
sends C after receiving B. However, since the

P3v, & pair of global messages B and C must
be causally concurrent. The global message B
carries a global vector VC' = [1, 1, 0] while
the global message C carries [0, 0, 1]. A des-
tination process p1, receives a destination local
message ¢ of C' where ¢;.vc = (0, 0, 1). The
destination local message by of B carries the lo-
cal vector by.vc = (1, 1, 0). Here, the local
vectors (1, 1, 0) and (0, 0, 1) are not compa-
rable. Here, the local messages b; and ¢ are
causally concurrent in the process p1s. ]

4.2 Ordering of Messages

A pair of local messages mi and msy are
causally ordered in a local process p;; of a sub-
group G; according to a following ordering rule:
[Ordering rule] A local message my precedes
another local message ms in a subgroup Gj
(mq = ma) if my.ve < ma.ve. O
[Theorem 2] If a local message m; causally
precedes another local message ma (mq — ma),
my precedes my in a subgroup G; (my =; ma)
by the ordering rule.
[Proof] Suppose m; — ma but my #; ma.
If m;y — ma, g(m1) —¢ g(ms) according to
Theorem 1. If g(mi) —¢g g(ma), mi =; ma.
It contradicts the assumption. O

Even if a global message M; causally pre-
cedes another global message M> in a main sub-
group (M; —¢g My), the causality “mq — my”
does not necessarily hold for local messages m1
and mo of My and Ms, respectively. Suppose
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a gateway process p;o receives outgoing local
messages my1 and my from local processes p;;
and p;e in a subgroup G;, respectively. The
gateway process p;o creates global messages M
and M5 from m; and msy, respectively. Each
subgroup G; is assumed to support some mech-
anism like vector clock to causally order local
messages. The gateway process p;o sends M
before Ms if m; causally precedes msy. Here,
suppose m1 and ms are causally concurrent
(mq ||; m2). In the HG protocol presented here,
the global sequence number gseq of p;g is incre-
mented by one each time the gateway process
pio sends a global message. If p;p sends M;
before Ms, dl;(M).ve < dl;(Ms).vc for every
common destination subgroup G; of M; and
Moy, ie. dlj(My) precedes di;(Ms). Thus, for a
pair of local messages m; and ms sent in a same
subgroup, m, may precede ms even if m; and
my are causally concurrent. Thus, the following
theorem holds.

[Theorem 3] A local message m; causally pre-
cedes another message ma (m; — ma) if my
precedes mg in a subgroup G; (my =; ma) and
m1.SG # mo.SG, i.e. my and moy are sent in
different subgroups. ]

5. Evaluation

In traditional protocols, computation and
communication overheads are O(n?) for num-
ber n of processes in a group. Because a pro-
cess causally order messages by using the vec-
tor clock and sends a message to all the pro-
cesses in the flat group. In the HG protocol,
the overhead for communication among gate-
way processes is O(k?) for number k of sub-
groups (k < n). The overhead of each subgroup
G, is O(12) for number [; of processes in a sub-
group G; (I; <n).

It takes three rounds to deliver messages in
the hierarchical group while it takes one round
in the flat group. The round trip time RT Ty
in the HG protocol is compared with RTTr in
the flat group protocol. The round trip time
is obtained by summing message delay time in
the networks and processing time in processes
which a message passes over. In the evaluation,
the round trip time of each message is duration
from time when a process sends a message un-
til time when the process receives a response
message from the destination process (Fig. 8).
There are following parameters to evaluate the
protocols:

n =number of processes pi,...,p, in a
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Fig.8 Round trip time.

group G.

k =number of subgroups Gy, ..., Gg.

l; =number of processes in a subgroup Gj;.

0;; =delay time between a pair of processes
p; and p; in a flat group.

0; =delay time between every pair of pro-
cesses in a subgroup G;, assuming
ds¢ = 0; for every pair of local process
pis and py in G;.

dc =delay time between a pair of gateway
processes p;o and pj;o in a main sub-
group.

7 =time units to process one unit work to
handle a message, e.g. time to process
one element in a vector.

In a flat group, it takes n?m time units to
send a message after receiving another message.
Hence, the round trip time RTTr in a flat group
is given as follows:

RTTr = n*r + 25;. (1)

Next, let us consider a hierarchical group
composed of k subgroups Gi,...,Gg. Here, a
process p;s sends a local message m to a gate-
way process p;p. Secondly, the global message
is forwarded to a destination gateway process
pjo. Then, the gateway process pjo forwards
the local message to a destination process pj;.
The round trip time RTTy is given as follows
(Fig. 8):

RTTy =2 (6;+ (I + k) 7 + 6¢

+ (B+E)m+6;)+Em (2)

Here, we assume that every subgroup G; in-
cludes same number of processes, I; = [ and
delay time between every pair of processes in
G; is same, §; = §. RTTy is given as follows:

RTTy = (50° + 4k*) w4 46 + 20 (3)
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Fig.9 RTT ratio (ag = ).

Since n = kl, the following formula is derived.

2
RTTy = (5]% + 4k2) 7+ 40 + 20¢. (4)

The minimum value of RTTy is given for k =
(5/4)"/4/m.
RTTy = 4V5nm + 46 + 20¢. (5)

If a flat group is realized by a same network
topology as the hierarchical group, d;; = 26 +
dq, for every pair of processes p; and p;. Let
0 = amand dg = aqgm for some constants o and
ag. « and ag show ratios of communication
speed to processing speed.

RTTr = n’m + 46 + 20
= (n® + 4o+ 2a¢) T (6)

RTTy = (4\/5n +da+ 2aG) ()

First, we discuss a case subgroups and main
subgroup take usage of a same type of net-
work, i.e. a = ag. Figure 9 shows a ra-
tio of RTTy to RTTr for a = 0, 100, 1000.
a = 1000, a = 100, and a = 0 show three
types of networks, slower to faster ones (Fig. 9).
If n > 9, the hierarchical group implies shorter
round trip time than the flat group. For ex-
ample, in case n = 100, the round trip time is
reduced to 9 [%] for a = 0, 14 [%] for @ = 100,
and 43 [%] for « = 1000.

Next, let us consider a hierarchical group
where local processes are interconnected in each
subgroup with local area networks and sub-
groups are interconnected with the Internet.
Here, ag = 10a (Fig.10). For example, in
case n = 100, the round trip time is reduced to
9 [%] for a = 0, 27 [%] for o = 100, and 73 [%)]
for a = 1000.
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Fig.10 RTT ratio (ag = 10a).

6. Concluding Remarks

We discussed the group protocol named HG
protocol for a large-scale group of processes. A
group is hierarchically structured in a family
of subgroups of processes which are intercon-
nected. In the HG protocol, each message car-
ries a vector of k elements for number k of sub-
groups which is smaller than the total number
n of processes. We evaluated the HG protocol
in terms of message header length and response
time compared with traditional flat group. We
showed that the HG protocol implies shorter
response time than the flat group.
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