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This paper describes a new network scheme that minimizes the consumption of network
resources for on-demand streaming-video distribution through multicasting. In general, on-
demand video distribution has been realized through unicasting. There have been a number
of studies that attempt to reduce the load on the VOD (video on-demand) server by using
multicasting, which is called Asynchronous multicast technique, but they have given little
consideration of ways to reduce the whole network load. Focusing on this point, we have
developed an effective network distribution technique using asynchronous multicasting. In
this paper, we present a statistical traffic-control theory based on asynchronous multicasting
that can be used to adjust traffic on both trunk and branch links along the distribution
tree to meet the network bandwidth design requirements to ensure QOS. In addition, we
propose a dynamic bandwidth-allocation and traffic-adaptation algorithm that allows finite
resources to be shared among different video deliveries by assigning the available bandwidth
for each according to request rates. To show the implementability of these ideas, we consider
their operation with protocols that autonomously construct a multicast tree and guarantee the
QOS. Simulation results supported the validity of our new traffic control theory and indicated
that the dynamic bandwidth-allocation and traffic adaptation algorithm could reduce the
service-blocking rate of video delivery. The algorithm, for example, lessened 17% bandwidth
resource in the four kind of video contents distribution (each video length is 2 hours, transmit
rate is 1 [Mbps] and average requests rate is 100 [request/hour]).

1. Introduction

The broadband infrastructure for information
distribution based on Internet technologies con-
tinues to grow and a number of Internet broad-
cast services, called Web casting 1), have been
developed. These services provide, for exam-
ple, live broadcasting and on-demand delivery
via real-time streaming transfer. Since these
services are typically provided at a charge, the
network is highly required to be able to pro-
vide a guaranteed quality of distribution. To-
day, such a requirement is often met by forming
a locally closed network for video distribution
—— a Content Distribution Network (CDN)
—— and the network operators strive for net-
work resource optimization by using decentral-
ized cache techniques.

We have developed a new network scheme,
which we call ‘Asynchronous Media Casting
Network’, to minimize the consumption of net-
work resources for on-demand streaming-video
distribution through multicasting, as opposed
to unicasting that has generally been used to re-
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alize on-demand video distribution. Although
a number of asynchronous multicast techniques
for reducing the load on the VOD server have
been reported, little attention has been directed
towards reducing the whole network load. We
have studied effective distribution techniques
by using asynchronous multicasting focusing on
the network resource optimization. In this pa-
per, we first present a statistical traffic-control
theory using asynchronous multicasting that al-
lows adjustment of the traffic on both trunk
and branch links along the distribution tree to
meet network bandwidth design requirements
and thus provide a guaranteed QOS. Sec-
ond, we introduce a dynamic-bandwidth al-
location and traffic-adaptation algorithm that
allows the sharing of finite resources among
many different video deliveries by assigning the
available bandwidth for each according to re-
quest rates. Third, to determine the imple-
mentability of these ideas, we examine their op-
eration with protocols that autonomously con-
struct a multicast tree and guarantee the QOS.

The initial version of this paper was presented at
the 10th DPS workshop held on Oct. 2002, which
was sponsored by SIGDPS. This paper was recom-
mended to be submitted to the Journal of IPSJ by
the chairperson of SIGDPS.
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Fourth, we examine the effects of using this
scheme through numerical analysis and simula-
tion regarding real traffic traces and the service-
blocking rate of video delivery. Simulation re-
sults supported the validity of our new traffic
control theory and indicated that the dynamic
bandwidth-allocation and traffic adaptation al-
gorithm could reduce the service-blocking rate.

2. General Problems with On-demand
Video Distribution

In general, on-demand video distribution is
realized through unicasting in which video data
is carried to each user in separate flows. This
approach uses up a lot of network resources.

In a CDN, a decentralized cache server is
used to reduce the consumption of network re-
sources. When multiple requests for delivery
of the same video content occur at about the
same time, the video for the first request is de-
livered from a server and for the subsequent re-
quests the video is copied and delivered from
the cache servers deployed between the server
and receiver systems. This lowers the traffic
between the server and cache servers, but does
not reduce the traffic between the cache servers
and receiver systems.

Multicasting is an alternative. In multicast-
ing, a server sends video in a single flow that is
shared with receivers that join the same mul-
ticast group. A network node copies the flow
depending on the location of the receiving mem-
ber and a distribution tree, called a multicast
tree, is formed. A link on the tree that is near
the server more effectively reduces traffic be-
cause it aggregates more flows to the receivers.

However, multicasting is basically unsuitable
for on-demand streaming-video distribution. In
general, multicasting for streaming-video tar-
gets live video distribution on a principle, where
the video data are delivered to all multicast
group members at the same time. In other
word, the distribution must be ‘synchronized’
among all members.

3. Related Works: Multicast Tech-
nique for On-demand Video Distri-
bution

A number of multicast techniques for on-
demand video distribution have been studied.
As an early study, the batching technique 3)

was proposed. In this technique multicast
flows are periodically distributed, a receiver sys-
tem then waits until the next multicast trans-

mission. This technique substantially reduces
server bandwidth at the cost of undesirable la-
tency to respond to a receiver system. The
piggybacking technique 4) was next proposed,
which provides immediate delivery service to
each receiver. This technique merges receivers
by speeding up and slowing down the receiver
playback rate (typically within 5% that can be
tolerated by a user). However, merging re-
ceivers cannot be achieved unless merged re-
quests nearly occur.

Later, various asynchronous multicasting
techniques have been developed (these are also
called the patching techniques). The princi-
ple that underlies asynchronous multicasting
is that video content are sent by multicasting,
which is called shared flow, to users whose re-
quests are made at about the same time, and
the initial data of video content that subse-
quent receivers cannot obtain (i.e., the por-
tion between the time when the shared flow
starts and the time when a request occurs)
is individually delivered by unicasting, which
is called patch flow. One receiver receives a
shared flow only, and the other subsequent re-
ceivers receive both shared and patch flows. In
the latter case, the shared data are not im-
mediately played back, but are buffered un-
til the patch flow data have been completely
played back. Woo and Kim 5) and Kalva and
Fuhrt 6) showed a block-transfer based tech-
nique, where the video content is divided into
small data units and the data-transmission rate
is three to four times as fast as the rate at
which the data are played back. Premising use
of wide bandwidth, Uno and Tode 7),8) showed
burst-transfer based technique, where the small
data units are transmitted in a burst manner.
Carter and Long 9), Hua and Cai 10),11) and Gao
and Towsley 12) showed a stream-transfer based
technique, where the video data is transmit-
ted at a rate equal to the data playback rate.
Gao and Towsley also showed required server
bandwidth and optimal generation rate of mul-
ticast flows by a mathematical approach. Eager
and et al. have been proposing the hierarchi-
cal merging technique 13)∼15), which aggregates
even patch flows that are transmitted at faster
than playback rate. This technique is more
efficient than the above simple patching tech-
niques, requiring server bandwidth that scales
as the logarithm of the request rate versus the
square root of the request rate as simple patch-
ing.
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All these works, however, have considered
only the server bandwidth. The required net-
work bandwidth has never considered until
Zhao and Eager are recently aware of it. Their
latest report 16) showed the required bandwidth
on the branch link of distribution tree on the
basis of their hierarchical merging technique.
Meanwhile, we have been studying statistical
traffic control technique 17)∼19) on the basis of
stream based simple patching technique that
Carter, Hua and Gao et al. had proposed. We
have shown a mathematical model from a view
of traffic intensity and traffic-adjustment tech-
nique to meet network bandwidth design re-
quirement while striving for overall reduction of
the use of receiver’s buffer memory. Although
the hierarchical merging technique that Eager
et al. have proposed can reduce more band-
width, it is required to construct a number
of multicast trees, which introduce consider-
able protocol complexity and overhead. There-
fore, we take up the simple patching tech-
nique, which is even enough to reduce the re-
quired bandwidth comparing it with a conven-
tional unicast distribution method. We should
rather consider reducing use of buffer memory
at receivers by positively using the given band-
width than consider only minimizing the re-
quired bandwidth. Zhao and Eager’s report did
not consider this point.

In our previous publications 19), we demon-
strated our statistical traffic-adjustment tech-
nique by simulation. Refs. 18) and 19) depicted
network architectures and system behaviors to
implement this technique on the actual Inter-
net. This network has a hierarchical structure
where a core network is laid as upstream of
the distribution tree in which a multicast tree
is statically constructed, and access networks
are laid as downstream of the distribution tree
in which a multicast tree is dynamically con-
structed. To further reduce traffic, patch flows
were distributed from intermediate servers that
are deployed at the boarder of core and access
network.

However, in our designed network architec-
ture the effectiveness of traffic retrenching fell
rapidly as the number of branch links in the
core network increased. This is because multi-
casting on the static tree was almost the same
as broadcasting. In addition, our previous stud-
ies have not considered the traffic control at the
branch links in the access network, so the ef-
fectiveness of traffic retrenching there should

Fig. 1 Asynchronous multicasting.

be verified more correctly. Furthermore, the
centralized-control-based network model that
we designed would have raised the network im-
plementation cost and lowered the flexibility of
network extensions, although it may have lim-
ited the protocol complexity.

4. New Traffic Control Technique with
Asynchronous Multicasting

4.1 Basic Theory of Traffic Control
Here we explain basic theory of statisti-

cal traffic control described in our previous
work 19). Consider the traffic intensity in
stream-based asynchronous multicasting. We
assume that the provided video is transmitted
at a constant bit rate, that its length is h, and
that delivery requests occur randomly (each re-
quest happens independently, i.e., there is no
correlation between each of them). The aver-
age arrival rate of requests is λ, and the average
arrival interval is 1/λ. Figure 1 depicts that
shared flow is triggered by 1st request, which is
shared with users requesting 1st to 6th by mul-
ticasting, and patch flows provide initial por-
tion of data for users requesting 2nd to 6th by
unicasting. Note that a flow is defined as a set
of continuous packets and that each flow is ac-
tually delivered at varied intervals although it
is depicted as at equal intervals in Fig. 1.

Here, the generation rate of shared flows is
expressed as τ (τ is smaller than or equal to λ).
The number of patch flows between two shared
flows is λ/τ − 1, the length of each patch flow
is 1/λ, 2/λ, 3/λ, . . ., and the average length is
thus,
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1
λ/τ − 1

λ/τ−1∑
k=1

k

λ
=

1
2τ

(1)

Traffic intensity (Erlang) is the product of the
average rate and the average length. The traffic
intensity of shared and patch flows are respec-
tively τh and (λ−τ )/2τ . Total traffic intensity,
ρ, is

ρ = τh + (λ − τ )
1
2τ

= τh +
λ

2τ
− 1

2
[erl] (2)

In this equation, ρ = f(τ ) is a downward con-
vex curve and ρ takes its minimum value when
τ =

√
λ/2h. Hence, the traffic intensity can

be constantly maintained at a minimum by up-
dating τ to

√
λ/2h from the observed λ and

h.
The average use of the buffer memory at

the receiver (this memory is used to buffer the
shared-flow data and its size corresponds to the
length of the patch flow) falls as τ increases.
Therefore, in determining τ , there is a trade-
off between minimizing the traffic intensity and
reducing the use of buffer memory.

Here, an upper bound of the traffic intensity,
i.e., an available bandwidth for this on-demand
media delivery service, is given as A: for exam-
ple, we assume that a network service provider
allocates the network bandwidth resources for
each content delivery and other communication
service to guarantee the quality of each service.
The τ is determined as follows.

When the observed λh is below A, the traffic
intensity does not exceed the upper bound even
if all data is delivered by unicasting. Therefore,
τ can be set to λ (i.e., all requested video con-
tent is delivered in a shared flow), so that use
of the buffer memory at the receiver is zero.

When the observed λh is greater than A and
the minimum value of ρ (i.e., f(

√
λ/2h) =√

2λh− 1/2) is smaller than A, τ can be set to
the largest value that satisfies f(τ ) ≤ A. Here,
the equation is

A = τh +
λ

2τ
− 1

2
[erl] (3)

and the solutions for τ are

τ =
1/2 + A ±√(1/2 + A)2 − 2λh

2h
(4)

The larger solution is selected as τ .
When A is smaller than the minimum value

of ρ (i.e., f(
√

λ/2h) =
√

2λh − 1/2), τ can be

Fig. 2 Trunk and branch link.

set to
√

λ/2h to minimize the traffic intensity.
Thus, Ref. 19) showed that we could flexi-

bly control the traffic intensity with reducing
the use of buffer memory at receivers in asyn-
chronous multicasting by dynamically updating
τ from the observed λ and h and determining
A.

4.2 Traffic Control Theory for Branch
Links

This paper presents additional traffic control
theory considering the traffic intensity for not
only a trunk link but also branch links. As Sec-
tion 4.1 concerns only the traffic intensity for
a trunk link of a distribution tree, we should
also look at the traffic intensity on the branch
links. Figure 2 shows the definitions of the
links. The trunk link is a single link that di-
rectly connects to a delivery server. The branch
links are ones branched by the node that per-
forms multicasting not broadcasting. The num-
ber of branch links is expressed as m.

First, consider the shared-flow traffic on a
branch link. The number of requests between
two shared flows is expressed as n (n = λ/τ ).
The possibility that a shared flow will not occur
on a branch link is ((m−1)/m)n. The expected
rate of shared-flow occurrence on the branch
link, τb, is

τb =
(

m − 1
m

)n
× 0+

(
1−
(

m − 1
m

)n)
× τ

=

(
1−
(

m − 1
m

)λ
τ

)
× τ (5)

The shared flow on a branch link will have one
of two lengths. When a request triggering the
generation of a shared flow occurs on the branch
link, the length of the shared flow is h (case 1 in
Fig. 3). Otherwise, when a request that dose
not trigger the generation of a shared flow oc-
curs on the branch link, the length of the shared
flow is h− 1/(λ/m) (case 2 in Fig. 3). 1/(λ/m)
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Fig. 3 Asynchronous multicasting for a branch link.

is the length of patch flow that occurs first on
the branch link. The possibility of case 1 is
1/n (i.e., as τ approaches λ —— as the pro-
portion of the shared flow becomes large ——
the frequency of case 1 increases). Therefore,
the expected value for the length of the shared
flow, hb, is

hb = h × 1
n

+
(

h − 1
λ/m

)(
1 − 1

n

)

= h +
mτ

λ2
− m

λ
(6)

The traffic intensity for the shared flow on a
branch link is then

τb × hb =

(
1 −

(
m − 1

m

)λ
τ

)
× τ

×
(
h +

mτ

λ2
− m

λ

)
[erl] (7)

Regarding the traffic intensity for patch flows,
the rate of occurrence of patch flows on a branch
link is (λ − τ )/m when the number of branch
links is m, and the average length of patch flows
on a branch link is 1/(2τ ), which is the same as
in a trunk link. The traffic intensity is then

λ − τ

m
× 1

2τ
=

λ

2mτ
− 1

2m
[erl] (8)

Therefore, the traffic intensity on a branch link
is

ρ =

(
1 −

(
m − 1

m

)λ
τ

)
× τ

×
(
h +

mτ

λ2
− m

λ

)
+

λ

2mτ
− 1

2m
[erl]

(9)

Hence, we can express the traffic on a branch
link as a mathematical model. This signifies
that we can control the traffic on all links along
the distribution tree.

4.3 Dynamic Bandwidth Allocation
and Traffic-Adaptation Algorithm

In this paper, we propose dynamic bandwidth-
allocation and traffic-adaptation algorithm that
allows sharing of finite network resources
among the various video deliveries by dynam-
ically assigning each available bandwidth ac-
cording to each request rate. A video delivery
that is requested at a relatively low rate gives
part of its available bandwidth to another video
delivery that is requested at a higher rate. And
the traffic for each video delivery is dynami-
cally adjusted to the changed available band-
width (we showed that a flexible traffic adjust-
ment can be achieved throughout a network in
the previous section). This allows τ to take
a larger value, allowing us to reduce the use of
receiver’s buffer memory and lessen the service-
blocking that arises from traffic exceeding the
available bandwidth.

Figure 4 shows the algorithm. First, a re-
quest for video content Ci arrives at a server.
In Proc. 1 the server records the number of ar-
rivals within a predetermined period and up-
dates request rate λi. In Proc. 2 the server de-
termines τi based on λi as follows. τi is incre-
mented from τmin (τmin must be predetermined
considering the maximum use of buffer mem-
ory at the receivers is 1/τ ) while ensuring that
τi allows traffic to remain within the available
bandwidth Ai = {ai|ai1, . . . , aim} on all trunk
and branch links (ai1 denotes the trunk link and
aim denotes for branch link m). Here, Eqs. (2)
and (9) are used for the trunk and branch links,
respectively, and τi is set to the largest value
at which traffic does not exceed the available
bandwidth on any link. If τi cannot be deter-
mined (i.e., there is no τi at which the traffic is
within the available bandwidth on all links), in
Proc. 3 the server finds another video content
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Fig. 4 Algorithm.

Cj whose available bandwidth can be reduced.
The server chooses Cj for which the largest τ
is used of all C. In Proc. 4, the server removes
Aj × α (0 < α < 0.5) from the available band-
width for the selected Cj and checks whether
τj is still determinable in the same way as in
Proc. 2 after the bandwidth reduction. If the
available bandwidth for this Cj cannot be re-
duced, the server repeats Proc. 3 to try to find
another video content that is a candidate to
give up bandwidth. On the other hand, if the
available bandwidth can be reduced, in Proc. 5
the removed bandwidth Aj × α is added to the
available bandwidth Ai for Ci. The server then
retries to determine τi in Proc. 2. If τi can be
determined, the server proceeds to Proc. 6. If
the number of previously delivered patch flows
is equal to zero (ni = 0), ni is set to λi/τi − 1
and the server sends a shared flow in Proc. 7. If
ni is not zero, ni is decremented and the server
sends the patch flow in Proc. 8.

5. Consideration of Implementation
on an IP Network

5.1 Dynamic Construction of a Multi-
cast Tree

In this paper, we consider a protocol that

enables a network node system to dynam-
ically form, in an autonomous manner, a
multicast tree to distribute the shared flows.
Many IP multicasting routing protocols have
been developed in IETF. PIM-SM (Protocol-
Independent Multicast Sparse Mode) 21), CBT
(Core-Based Tree) 22) and SSM (Source-Specific
Multicast) 23) are considered “receiver-driven”
protocols where a multicast tree is formed in re-
sponse to an explicit message sent by receivers
to a rendezvous or source point indicating a
wish to join a multicast group. With these pro-
tocols, traffic occurs only on links along the
paths to receivers now requiring delivery, so
that network resources are used efficiently.

Figure 5 shows the session initiation pro-
cedures between end systems on the basis of
RTSP (Real-Time Streaming Protocol) 24), and
multicast tree construction procedures among
network node systems on the basis of PIM-
SM and IGMP (Internet Group Management
Protocol) 20). An RTSP setup message estab-
lishes the transport-layer entities and provides
receivers with a multicast address for a shared
flow. An RTSP play message triggers the video
transmission and lets receivers know the length
of the patch flow. There is no change to RTSP
specifications. The original information related
to our technique is added to the messages as
option parameter. The IGMP report and the
PIM-SM register and join message are used to
dynamically form multicast trees for the shared
flow (any changes to IGMP and PIM-SM spec-
ifications are not required).

Here, we must consider the overhead time
for the report and join procedures. Sequence-
1 depicts a situation where a request from
receiver-A triggers the delivery of a shared
flow. The report and join procedures must fin-
ish grafting the tree before the first packet of
the shared flow reaches the rendezvous point.
Therefore, receiver-A issues a report message
as soon as it receives a setup response message.
Sequence-2 depicts a situation where receiver-B
requests subsequently and receives both shared
and patch flows. Using the advanced report
and join procedures of sequence-1 could cause
a problem in this case because unusable data
could be sent to the receiver through a shared
flow that precedes the patch flow as a result
of advanced grafting. Therefore, receiver-B is-
sues a report message after it receives a play
response message and the processing time of
the report and join procedures is added to the
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Fig. 5 Sequence between systems.

length of the patch flow.
These considerations do not require any mod-

ification to the above protocol’s specifications.
As an implementation matter they require some
improvements at the server and receiver sys-
tems. Adding the above slight consideration,
our technique can be easily realized without
major impact to existing network system.

5.2 QOS Guarantee
To guarantee the quality of real-time stream-

ing transfer, we use a provisioning-based QOS
guarantee strategy, Diffserv 25), which guaran-
tees QOS by estimating the statistical traffic
for bunch of flows and overinvesting network
resources. In Diffserv, EF-PHB (Expedited
Forwarding-PHB) 26) is specified as a class to
provide the highest QOS (low-delay, low-jitter,
low-loss). Network nodes in a Diffserv (DS)
domain must guarantee the minimum outgoing
rate for such a traffic class, and ingress nodes
of a DS domain must constrain incoming traf-
fic not to exceed the minimum outgoing rate.
The traffic-control technique that we have de-
scribed is applied as a means of constraining
incoming traffic. The server can control traf-
fic by considering the minimum outgoing rate
of EF-PHB as the available bandwidth, ΣAi,
for an on-demand media distribution service on
each link along a distribution tree. Thus, our
statistical traffic control is very compatible with
Diffserv’s QOS guarantee strategy (besides, it
does not require any changes to Diffserv speci-
fications).

When a fixed available bandwidth is allo-
cated for the service, by using EF-PHB, it
is not disturbed by fluctuation of other ap-
plication’s traffic sharing the same network.
If we dynamically change the available band-
width for the service according to fluctuation of
other application’s traffic, we can realize more
optimal network resource utilization. In this
case, it requires functions retrieving traffic in-
formation and setting EF-PHB configurations
at whole network links in real-time. Detail de-
sign for these functions including retrieving net-
work topology information is our future study.

6. Numerical Analysis of the Effect of
Retrenching Traffic

Based on our traffic-control theory, we can
calculate the minimum traffic intensity on trunk
and branch links. Here, we consider the maxi-
mum effectiveness of traffic retrenching by com-
paring the traffic intensity with that in a uni-
cast distribution scheme.

At the trunk link, the traffic intensity, ρ =
f(τ ) in Eq. (2), takes its minimum value when
τ =

√
λ/2h. We get the minimum traffic inten-

sity as,

ρ = f

(√
λ

2h

)
=

√
2λh − 1

2
[erl] (10)

In unicasting, the traffic intensity on the trunk
link is λh. Therefore, the ratio of trunk traffic
intensity in our scheme to that in unicasting,
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RT, is

RT =
√

2λh − 1/2
λh

(11)

At the branch links, the traffic intensity, ρ =
f(τ ) in Eq. (9), takes its minimum value when
τ ≈ √

λ/2mh. we get the minimum traffic in-
tensity as,

ρ = f

(√
λ

2mh

)

=

(
1 −

(
m − 1

m

)√2mλh
)

×
(√

λh

2m
+

1
2λh

−
√

1
2mλh

)

+

√
λh

2m
− 1

2m
[erl] (12)

In unicasting, the traffic intensity on the branch
links is λh/m. Therefore, the ratio of branch
traffic intensity in our scheme to that in uni-
casting, RB, is

RB = f

(√
λ

2mh

)
× m

λh

=

(
1 −

(
m − 1

m

)√2mλh
)

×
(√

m

2λh
+

m

2λ2h2
−
√

m

2λ3h3

)

+
√

m

2λh
− 1

2λh
(13)

Figure 6 shows the ratio of traffic intensity
in our scheme to that in unicasting at the trunk
link and branch links (m = 2, 4, 8), where the
video-content length h was 2, and the request
rate λ was 2 to 60. The effect of traffic retrench-
ing increased as the request rate rose. When λ
was 60, the ratio was only 12% for the trunk
link and 18, 25 and 36% at the branch link (for
m = 2, 4 and 8 respectively). The effect of traf-
fic retrenching decreased, though, as m is rose.
Figure 6 shows the ratio was over 100% at the
branch link (m = 8) when the request rate was
very low. Clearly, it is important in network
topology planning to determine the number of
branches based on the estimated amount of re-
quests.

Fig. 6 Ratio of traffic in our scheme to that in
unicasting.

7. Simulation

7.1 Simulation Model
We evaluated our traffic-control theory and

algorithm through a simulation using a model
where a network —— consisting of a video
streaming server (or a cache server), routers,
and receivers —— forms a balanced tree topol-
ogy (Fig. 7). The reason we use the balanced
tree is that our mathematical model premises
on equable request rate on each branch link
in every particular m. Applying our tech-
nique to an asymmetric trees will be our future
study. Links between the server and the routers
and those between the routers were point-point
connections, and links between an edge router
and receivers were point-multipoint connections
(using a shared media network like Ethernet or
Wireless LAN). The same numbers of receivers
were connected to each edge router and there
was no deviation in the request rate among the
edge routers. The server had four video con-
tent items (C1–C4) whose length was 2 hours
and that were delivered via real-time stream-
ing transfer with a 1-Mbps bandwidth. We as-
sumed that each delivery request for a video
content arrive independently (there is no corre-
lation between each request, i.e., requests arrive
at random). Therefore, we simply generated re-
quests followed by a Poisson distribution with
average value λ. We expressed a trunk link be-
tween the server and router as T, branch links
that make m = 2 as B2, branch links that
make m = 4 as B4, and branch links that make
m = 8 and those between the edge routers and
receivers as B8.
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Fig. 7 Simulation model.

Fig. 8 Measured traffic and theoretical traffic.

7.2 Verifications for a Mathematical
Model

First, we verified mathematical models de-
rived in Sections 4.2 and 6. We generated
five hundred requests at the same average rate
and measured the traffic on each link. We
experimented with a fifty average rate of re-
quest. In this simulation, the generating rate
of the shared flow τ was always set to the value
that minimized the traffic on each link. Fig-
ure 8 compares the simulated traffic and the
theoretical traffic obtained from Eqs. (10) and
(12). The results indicate that both are approx-
imately the same. Our mathematical models
are considered as valid.

7.3 Verifications for Traffic Adjust-
ment

Next, we verified that the traffic was adjusted
to required bandwidth design. In this simu-
lation, the average rate of requests for C1–C4
were allowed to fluctuate individually accord-
ing to the time of day (Fig. 9). The request
rates for C1 and C2 were lowest (10 and 5 re-
quests/hour, respectively) between the 6th and
8th hour and highest (50 and 35 requests/hour,
respectively) between the 18th and 20th hour.
The request rates for C3 and C4 were high-
est (50 and 35 requests/hour, respectively) be-
tween the 6th and 8th hour and lowest (10 and

Fig. 9 Transition of average request rate.

Fig. 10 Traced traffic 1.

5 requests/hour, respectively) between the 18th
and 20th hour.

Figures 10, 11, and 12 show the traced traf-
fic on each link type (T, B2, B4, and B8) when
C1–C4 were delivered using our traffic-control
at the above request rates.

In Fig. 10, unlimited bandwidth was available
on all links (T, B2, B4, and B8) for all C1–C4
deliveries. In this case, the generation rate of
the shared flow τ for each video content was set
to the same value as each request rate λ. As a
result, all content was delivered by shared flow;
that is, the traced traffic was identical to the
traffic by unicasting. In Fig. 9, the total request
rate for C1–C4 was always 110 requests/hour
and the content length was 2 hours, so the traf-
fic on the T, B2, B4, and B8 links was theoret-
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Fig. 11 Traced traffic 2.

Fig. 12 Traced traffic 3.

ically 220, 110, 55, and 28 Mbps, respectively.
Our simulation results were close to these val-
ues.

In Fig. 11, the available bandwidth on B4 and
B8 links for all C1–C4 deliveries was limited to
30 and 20 Mbps, respectively. In this case, the
B4 and B8 links became bottleneck links and
the server adjusted the traffic to avoid exceed-
ing the available bandwidth by controlling each
τ . Initially, the same available bandwidth was
assigned to C1–C4, and soon it was reassigned
according to each request rate. In practice, the
traced traffic on the B4 and B8 links was about
30 and 20Mbps, respectively. In Fig. 12, the
available bandwidth on T and B2 for all C1–
C4 deliveries was limited to 50Mbps. Here, T
became the bottleneck link and the server ad-
justed traffic to avoid exceeding 50 Mbps on T.
In practice, the traced traffic on T was about
50Mbps.

7.4 Effectiveness of Dynamic
Bandwidth-allocation and Traffic-
adaptation

Furthermore, we confirmed an effectiveness of
the dynamic bandwidth-allocation and traffic-
adaptation algorithm from view of the blocking
rate of delivery. In this simulation, the request

Fig. 13 Blocking rate of delivery.

rates were again generated according to Fig. 9.
The available bandwidth on the T and B2 links
was decreased from 100 to 50Mbps in 1-Mbps
steps while that on the B4 and B8 links was de-
creased from 50 to 25Mbps in 0.5-Mbps steps.
When the server received a request, it checked
whether the resulting traffic would exceed the
available bandwidth. If the server found that
the traffic would exceed the available band-
width on any link, it rejected the request (i.e.,
the delivery was blocked). The simulation was
done with and without dynamic bandwidth as-
signment (Fig. 13). The dynamic bandwidth
assignment clearly reduced the blocking rate.
For a blocking rate of less than 0.1%, without
the dynamic bandwidth assignment we would
need at least 92Mbps of available bandwidth
on the T and B2 links and 46 Mbps on the B4
and B8 links; with the dynamic bandwidth as-
signment, the necessary bandwidth would be
77 Mbps on the T and B2 links and 38 Mbps on
the B4 and B8 links.

7.5 Remarks
Our simulation results indicated the follow-

ing.
First the simulation results confirmed the cor-

rectness of mathematical models derived in Sec-
tions 4.2 and 6. This suggests our theory can
reduce traffic as shown in Fig. 6. In the sec-
ond simulation, our technique with the the-
ory demonstrated reduced substantial traffic on
each link compared to unicasting and correctly
adjusted the traffic to the designed bandwidth.
We can see that the traced traffic was adap-
tively controlled to the bandwidth of bottleneck
links. Third the simulation result proved the
effectiveness of dynamic bandwidth-allocation.
It enables network design with fewer bandwidth
resources needed to satisfy a particular blocking
rate requirement.
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8. Conclusion

We presented an optimal scheme for on-
demand video distribution through asyn-
chronous multicasting. We call this ‘Asyn-
chronous Media Casting Network.’ Main con-
tributions in this paper are the following:

First, a new traffic-control theory was pre-
sented, which can make traffic adapt band-
width design requirement throughout a network
while striving to reduce the use of a receiver’s
buffer memory. This theory is on the basis of
a simple patching technique. Second, dynamic
bandwidth-allocation and traffic-adaptation al-
gorithm was presented, which can achieve more
effective distribution among the various video
deliveries by applying the above theory. Third,
we could show that these techniques can easily
be implemented as an autonomous network by
using the latest IP protocol that has been put
into practical use. Simulation results supported
the validity of our mathematical model and in-
dicated that the dynamic bandwidth-allocation
and traffic adaptation algorithm could reduce
the service-blocking rate of video delivery. For
example, the algorithm lessened 17% band-
width resource for a blocking rate of less than
10−4 in the four kind of video contents distribu-
tion where each video length is 2 hours, trans-
mit rate is 1 [Mbps] and total request rate is
constantly about 100 [request/hour] (but each
request rate independently fluctuates).

As broadband networks continue to grow,
high-quality video delivery services are highly
expected and further CDN are developed. In
particular, we are interested in wireless-based
CDNs. Our techniques contribute highly to
such a wireless environment, where bandwidth
resources will be strictly limited and often fluc-
tuated due to environmental conditions.

As future work, we are planning to enhance
our asynchronous media casting to make it
more suitable for wireless and mobile networks.
We must further study the following:

We need to develop our theory into various
types of topologies (no balanced tree topology).
It also needs consideration of ways to construct
a logical tree in an autonomous manner. In ad-
dition, we must describe a more detailed proto-
col and make a prototype for a practical use.
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Editor’s Recommendation

This paper proposes a new control scheme
for minimizing the consumption of network re-
sources of on-demand streaming-video distribu-
tion through multicasting. The paper was given
the best paper award at the 10th DPS work-
shop. After careful discussion, the program
committee of the workshop has decided to rec-
ommend this paper to the Journal of IPSJ.

(Chairman of SIGDPS Teruo Higashino)
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