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In this paper, we propose a basic network mobility protocol which meets the requirements
of Internet ITS and the IETF network mobility (NEMO) working group. Network mobility
arises when an entire network is changing its point of attachment to the Internet topology,
such as networks found in vehicles. Our solution is designed to provide extensions to Mobile
IPv6, the IETF solution for host mobility The protocol assigns a unique unchanging prefix
to each mobile network. A mobile router registers the prefix binding only to a home agent.
The prefix binding is the association between the unique prefix and a mobile router’s care-of
address. All packets from and to the mobile network are tunneled through the bi-directional
tunnel established between the mobile router and the home agent. The protocol supports
various mobile network configurations such as nested mobility, multiple network interfaces
on a mobile router, multiple mobile routers for a mobile network, and multiple home agents.
Due to the strategy followed by the NEMO working group, this paper doesn’t emphasize the
routing optimization feature of our solution. We evaluate our solution against the Internet
ITS requirements. Those are satisfied. Consequently, our proposal is well suited for Internet
ITS systems.

1. Introduction

Intelligent Transportation Systems (ITS)
comprise a number of technologies, such as ad-
vanced automobile navigation, safe driving, and
tolling systems such as the Electronic Toll Col-
lection System. ITS technologies are being
widely developed at several organizations and
are ready for deployment. Various applications
and systems are proposed and tested. Inter-
netITS is such an organization, so called be-
cause the Internet is expected to become one of
the network infrastructures for ITS.

InternetCAR is a project investigating the
means to provide network connectivity to au-
tomobiles. Automobiles contain many comput-
ers which need to be connected to the Internet.
From a network point of view, mobility support
is required to conceal movements of automo-
biles 7),13). Network mobility is a key technol-
ogy for the Internet ITS systems. The nodes in-
side automobiles include micro devices such as
sensors, wearable devices carried by passengers,
and systems controlling units such as engines.
It is a waste of network and device resources to
operate a host mobility protocol such as Mo-
bile IPv6 9) on all the devices mentioned above,
therefore it is reasonable to aggregate mobil-
ity support by means of a single mobile router

† Graduate School of Media and Governance, Keio
University

in each automobile. The other motivation to
manage the mobility of the entire network at
the mobile router only is to provide permanent
connectivity transparently to tiny sensors which
are unable to support extended protocol stacks.

The remainder of this paper is organized as
follows. We first list related work in Section 2.
We explain requirements from Internet ITS in
Section 3. Then, we define our network mobil-
ity solution in Section 4. Advanced operations
of our network mobility solution are described
in Section 5. We finally shows advantages of our
solution in Section 6 and conclude in Section 7.

2. Related Work

Network mobility is currently discussed in
the “NEtwork MObility” (NEMO) working
group 16) at the IETF. The NEMO working
group discusses a Mobile IPv6 based solution as
a standard for network mobility. Many proto-
cols have been proposed to the NEMO working
group, including approaches such as Hierarchal
Mobile IPv6 or routing protocols. Since rout-
ing optimization is currently out of scope at the
IETF, we mostly focus on tunneling solutions
based on Mobile IPv6.

The Prefix Scope Binding Update protocol
(PSBU) 6) is the first proposed solution based
on Mobile IPv6. A Mobile Router (MR) has
its own home address for MR’s host mobility
and its own home network prefix for network
mobility. The MR sends an extended binding
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update with a prefix sub-option to the Home
Agent (HA) and Correspondent Nodes (CN).
Receiving nodes will create two bindings for
the home address and the home network prefix.
While a MR is away from its home network, all
the packets destined to the mobile network are
routed through the bi-directional tunnel which
MR establishes with registered HA and CNs.

The second protocol named Mobile Router
Tunneling Protocol (MRTP) 10) proposes a so-
lution based on Mobile IPv6 as well. MRTP is
backward compatible with Mobile IPv6. When
the MR returns to the home network, it starts
to advertise route information of the mobile
network by means of a routing protocol and
stops using the bi-directional tunnel. Then,
packets are routed according to their routing
table. It is not simple to maintain the inter-
action between MRTP and a routing protocol
running on the MR. Existing routing protocols
are not surely proved to work with a router like
MR which comes and goes in its network. Ad-
ministratively speaking, network management
becomes harder due to MR’s movement.

3. Requirements of Internet ITS

This section details the Internet ITS require-
ments. The requirements for a network in-
side vehicles have been discussed within the Re-
search and Development Working Group of the
InternetITS project. The InternetITS project
is composed by more than 100 groups includ-
ing the Japanese government, industries and
academics. As a result, the communication
architecture requirement draft is published in
Japan 8). The papers 7),13) discuss a network
framework with requirements of ITS applica-
tions.

Session Continuation:
Existing applications manage session informa-
tion based on IP addresses of end nodes, there-
fore the change of IP address triggers discon-
nection of a session of communications. It is
required to hide the changes of IP address in
the same manner as Mobile IPv6. Mobile IPv6
conceals the change from applications. Our so-
lution provides a unique address to each node
inside a mobile network. All nodes inside vehi-
cles can be identified by their fixed IP address
all the time. Therefore, this disconnection is
avoided. PSBU and MRTP also meet this re-
quirement.

Nested Mobility Support:
When a user brings a mobile phone using Mo-

bile IP to an in-vehicle network, both host mo-
bility support and network mobility support are
needed. Our solution supports nested mobility
as described in Section 5.1. MRTP supports
this feature, whereas PSBU does not really give
indications about it.

Using Multiple Interfaces:
Vehicles must have the Internet reachability all
the time regardless of its driving location, but
there is no network interface which covers all
the areas where vehicles run. For example, if
a vehicle drives in a tunnel, the vehicle needs
to get Internet connectivity in the tunnel. It
is also required to use an appropriate interface
depending on network environments, because
each interface has different characteristics for
bandwidth, delay, access range, reliability, pri-
vacy, and cost performance. In Section 5.2, our
solution allows MR to have multiple network
interfaces and use them simultaneously. Vehi-
cles can access to the Internet from the most
appropriate interface at all times. Both PSBU
and MRTP do not consider the use of MR with
multiple interfaces.

Multicast Support:
It is preferable to handle multicast traffic in
vehicles, because a lot of applications assumes
multicast such as managements of traffic infor-
mation, listening streaming data. Our solu-
tion supports multicast by running Multicast
Listener Discovery (MLD) 3) and a multicast
routing protocol on a MR. Nodes inside a mo-
bile network can join a multicast group through
the MR and receive multicast packets through
the bi-directional tunnel regardless of vehicles
movements.

Scalability:
There are approximately 70,000,000 vehicles in
Japan. Mobility solutions for vehicles should
take scalability into account. However we have
not evaluated the protocol quantitatively, our
solution works with a number of vehicles. On
the other hand, HA may become a consider-
able bottleneck of the system, because all pack-
ets are tunneled through HA. Therefore, route
optimization support may be needed to reduce
the overhead at HA. PSBU supports route opti-
mization whereas MRTP doesn’t. Our solution
has a possible mechanism, as described in Sec-
tion 4 .

The other important aspect of our solution is
that we adapt it to the standardization activity
at IETF to keep interoperability among MRs
and HAs. Interoperability is a requisite for scal-
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ability. The NEMO working group first stan-
dardizes a simple basic NEMO support without
route optimization. Route optimization brings
a lot of advantages for scalability, but support-
ing route optimization still requests more re-
search into the solution space. ITS requires a
solution deployable by 2007. Current solutions
of route optimization such as Mobile IPv6 and
PSBU have not proven anything for 70,000,000
vehicles yet.

Redundance:
The NEMO solution must keep working to en-
sure Internet access to MR in all situations.
Although it is not desirable if HA goes down,
MR must keep its connectivity to the Internet
with network mobility support. For instance,
even when HA goes down, the other HA must
inherit the HA service. Protocol durability is
highly important on Internet ITS. As described
in Section 5.4, our solution supports multiple
HAs. MRTP and PSBU do not allow the MR
to register its prefix binding to multiple HAs
simultaneously.

Seamless Roaming:
The latency of network handoff sometimes
causes the communication to be shut down due
to session timeout, etc. The latency also af-
fects the performance of applications like VoIP
severely. Therefore, it is crucial to reduce the
latency. Seamless roaming is not addressed in
this paper, but our solution is based on Mobile
IPv6 and there are many proposals of seamless
roaming for Mobile IPv6. These proposals can
be applied to our solution.

Quality of Service (Urgent Packets):
ITS applications must be capable to deliver ur-
gent data such as a rescue calls with the highest
priority and reliability. Currently, there are no
schemes to handle urgent data on our solution.
QoS schemes can be used for this purpose, but
none of them is yet deployed in the Internet.
This requirement should be discussed as an is-
sue for the whole Internet.

The network mobility protocol proposed in
this paper provides the basic functions which
match these Internet ITS requirements. Some
requirements are not addressed in this paper at
this time, but these should be solved before ITS
applications get deployed.

4. Basic Network Mobility Support

We have been working on the NEMO solu-
tion at the InternetCAR project. Optimized
Route Cache Management Protocol (ORC) 22)

is our ongoing work which offers a solution for
NEMO basic support and route optimization.
ORC allows a MR to securely register its bind-
ing to correspondent routers and nodes. ORC
extends the return routability procedure of Mo-
bile IPv6 to protect binding updates.

As we mentioned, the NEMO working group
does not discuss route optimization support at
the moment. Our research must stick to the
IETF standardization activity as much as pos-
sible in order to keep interoperability among
MRs and HAs, as described in Section 3. For
this reason, we omit the routing optimization
feature of the protocol described in this paper.
The protocol which description follows is thus a
subset of ORC, but can easily be extended for
route optimization. We need to conduct more
research and experimentations on route opti-
mization whether it is useful for Internet ITS
or not.

This section gives a brief explanation of
Mobile IPv6 and the operation of our pro-
posal.☆ Most of terms used in this paper are
defined in the internet-draft (draft-ietf-nemo-
terminology) 5) and in the internet-draft (draft-
ietf-mobileip-ipv6) 9).

4.1 Mobile IPv6 and NEMO Exten-
sions

Mobile IPv6 allows a Mobile Node (MN) to
be addressed by a home address at all times
even though the MN changes its point of attach-
ment to the Internet. When the MN is attached
to a new network, the MN sends a binding up-
date to its HA, a router on the MN’s home
link. A binding update describes the relation
between the home address and an IP address,
called care-of address, associated with the MN
while it is on the visiting link. After receiving
the binding update, the HA caches the bind-
ing into the binding cache database. When a
CN sends a packet to the home address of the
MN, the packet is transmitted to HA by normal
routing in the Internet. Since the HA has the
binding for MN, it can forward the packet to the
current MN’s care-of address by an encapsula-
tion protocol. After the MN receives the tun-
neled packet, it sends a binding update, causing
the CN to cache the mobile node’s binding into
its binding cache database. Consequently, the
CN routes packets directly to the MN’s care-

☆ More detailed operations and definitions can be
found at our internet-draft (draft-wakikawa-nemo-

basic) 19).
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Fig. 1 Prefix sub-option.

of address according to the registered binding
cache (i.e., support route optimization).

Network mobility support is very similar to
Mobile IPv6. The changes are basically for
binding registration and binding cache search
because a care-of address must be associated
with a prefix instead of a sole home address.
MR can carry its prefix in the Internet by regis-
tering the prefix to HA as a prefix binding. The
prefix binding is extended Mobile IPv6 binding
to accommodate prefix information instead of
a home address and is registered by a binding
update.

When MR registers its prefix to its HA by
means of a binding update, it includes a prefix
sub-option in the binding update. The Prefix
sub-option is defined as shown in Fig. 1. The
prefix length field contains the length of a mo-
bile network prefix. MR includes the Mobile
Router Address (MR-A) into the home address
option. MR-A is MR’s address and is gener-
ated from MR’s mobile network prefix. Thus,
HA can retrieve the mobile network prefix from
MR-A and the prefix length. However MR can
not use the home address option for any packets
other than binding updates and its originated
packets. Packets from MNN is tunneled to HA
by IP-in-IP encapsulation 2). If MR originates
data packets to its registering HA as a mobile
node, it can use the home address option as
defined in Mobile IPv6.

Prefix binding enables HA to find an appro-
priate cache entry for packets destined to a mo-
bile network. The binding cache is searched
using the mobile network prefix. First HA
searches a binding with 128-bit prefix length for
intercepted packets. If HA finds the binding, it
tunnels packets to MR with routing header as
specified by Mobile IPv6. Otherwise, HA com-
pares the destination address of the intercepted
packets with the MR’s mobile network prefix. If
HA finds a prefix binding, it tunnels packets to
the registering MR-CoA by means of IP-in-IP
encapsulation.

4.2 Basic Protocol Operations
Mobile network prefix is the network prefix

assigned to a mobile network as an unique un-
changing prefix. A mobile network prefix is se-
curely delegated by a Home Agent (HA). The

operation of prefix delegation is not discussed
in this paper.

Mobile Router (MR) is the router which car-
ries a mobile network around the Internet. MR
has two network interfaces for connectivity both
to the internet (egress interface) and to the mo-
bile network (ingress interface). The Mobile
Router Address (MR-A) is the address of MR’s
ingress interface and is configured with the mo-
bile network prefix. MR is always identified by
MR-A. Mobile Router Care-of Address (MR-
CoA) is dynamically assigned to the egress in-
terface at the visited network. MR must not
advertise its mobile network prefix to the In-
ternet’s routing fabric through its egress in-
terface. Instead, MR sends router advertise-
ments 15) containing its own mobile prefix on
its ingress interface.

HA is configured at the home domain and
advertises route information to a mobile net-
work prefix using any routing protocol on be-
half of MR. All packets meant for the mobile
network are routed to HA. Thus, it becomes
the gateway between the mobile network pre-
fix and the Internet. Mobile IPv6 bindings are
extended to associate between the mobile net-
work prefix and the MR-CoA. This is what we
call a prefix binding. Prefix bindings are stored
in the binding cache as Mobile IPv6 bindings
are. HA has a home link instead of a home
network. The home link is defined as the link
which is managed by HA. Mobile IPv6 has the
concept of returning home in terms of bindings
de-registration, but our MR does not deregis-
ter its bindings from HA. A substitute opera-
tion of returning home is provided as shown in
Section 4.2.3. Mobile Network Node (MNN) is
the node which is attached to a mobile network.
MNN is unaware of the network mobility pro-
tocol.

There are two typical situations on MR, one
is when MR is away from a home link, and the
other is when MR returns to a home link. The
protocol operations are divided into three parts:
the common operation and the operation of the
above two situations.

Figures 3 and 4 show the same network en-
vironment except for MR’s location. In the
middle, there are three Border Gateway Proto-
col (BGP) 11) routers which are BGP-R1, BGP-
R2, and BGP-R3. Each BGP router has a dif-
ferent prefix and announces the prefix to the
BGP network.
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Fig. 3 Mobile router attaches to a visiting link.

Bi−directional Tunnel

MR HAMNN CN

2. Prefix Binding Registration
3. Tunnel establishment

4. BA

1. BU

BU: Binding Update, BA: Binding Acknowledgement

5. Packet sent by MNN

6. Packet replied by CN

Fig. 2 Signal and data packets sequence.

4.2.1 Common Operations
At the beginning, a MR has a mobile network

prefix delegated from its HA. The MR has a
MR-A assigned to its ingress interface. When
the MR moves, the MR obtains a topologically
correct care-of address on its egress interface.
The MR sends a binding update to its HA to
create a prefix binding instead of a host binding.

Figure 2 shows general signal and data
packet sequences among MNN, MR, HA, and
CN. The binding update consists of the home

address option containing the MR-A and the
prefix sub-option with the length of the mobile
network prefix. The MR-CoA is stored in the
source address field of IPv6 header. When re-
ceiving the binding update, the HA caches the
prefix binding. The HA retrieves the mobile
network prefix from the MR-A with the mobile
network prefix length in the prefix sub-option.
This prefix binding can also be treated as a host
binding of the MR. After the binding update is
successfully processed by the HA, the MR es-
tablishes a bi-directional tunnel to the HA as
done in Mobile IPv6.

The routing management inside a mobile net-
work is not discussed in this paper, but any pro-
tocol such as OSPF6 14), RIPng 12), or Mobile
Ad-hoc Network 17) can be used.

4.2.2 Mobile Router on Visiting Link
Figure 3 shows the network configuration

when the MR is away from the home link. The
HA is located at the home link and advertises
the mobile network prefix (i.e., 3ffe:a:b:c::/64)
inside its domain. All the other routers have
the network route for the mobile network pre-
fix. The network route consists of the mobile
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Fig. 4 Mobile router returns to a home link.

network prefix as the destination and the HA as
the next hop. On the other hand, the HA may
have the network route for the mobile network
prefix which next hop is the tunnel interface of
the bi-directional tunnel to the MR.

The bi-directional tunnel is maintained by
the prefix binding registered by the MR. The
HA can treat the prefix binding as a route en-
try to the mobile network prefix without hav-
ing the above network route. The HA routes all
packets destined to the mobile network prefix to
the MR according to either the route entry or
the prefix binding. Whenever the MR changes
its point of attachment, it updates the prefix
binding registered with the HA. The latency of
updating the prefix binding is expected to be
same as the latency of Mobile IPv6 20). The
HA intercepts and tunnels all packets destined
to the mobile network prefix by IP-in-IP encap-
sulation. The tunneling operation is the same
as Mobile IPv6 except the binding search de-
scribed in Section 4.1.

When a MNN in the mobile network sends
packets to the Internet, the MR intercepts the
packets and encapsulates them to the HA. The
outer source address of the encapsulated pack-
ets is the MR-CoA to bypass ingress filtering.

The MR does not insert the home address op-
tion, since alteration of MNNs’ packets on an
intermediate node like MR should be avoided
from security considerations. Encapsulation of
packets add additional IPv6 header, however
does not change the orignal packets.

4.2.3 Mobile Router on Home Link
Figure 4 shows the configuration when the

MR returns to the home link. The routing op-
eration such as advertisements of the mobile
network prefix, etc. are as explained in Sec-
tion 4.2.2. Even when the MR returns to the
home link, MR does not advertise the route to
the mobile network prefix by any routing pro-
tocol. The HA keeps advertising the network
route to the mobile network prefix on behalf of
the MR.

The MR still sends a binding update with
the MR-CoA generated from the prefix on the
home link. Thus, when the HA receives the
binding update from the address which prefix
belongs to the HA, it knows MR is returning
home. The HA updates the network route of
the mobile network prefix on its routing table
as shown in Fig. 4. Since the MR becomes the
next hop router, HA turns the route directly
to the MR instead of the tunnel interface. HA
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Fig. 5 Nested mobility.

returns a binding acknowledgment with a new
defined status code. This status code implies
“returning home link” to the MR. The MR stop
using the bi-directional tunnel, because the HA
becomes the next hop router. Whenever the
MR forwards MNN’s packets to the Internet, it
always route the packets to the HA according
to the routing entry without IP-in-IP encapsu-
lation.

On the other direction, packets intended to
the mobile network and intercepted by HA are
neither transmitted through the bi-directional
tunnel. While MR is being on the home link,
the prefix binding is not referred by the HA
for routing packets to the mobile network. The
binding update is used to know whether MR
returns to the home link or not.

5. Advanced Protocol Operations

Section 4.2 does not describe all the poten-
tial scenarios on the real world such as nested
mobility, multiple network interfaces on a MR,
multiple MRs, and multiple HAs. This section
shows the advanced operations to support these
situations.

5.1 Nested Mobility Support
Once Internet ITS is being deployed and

many vehicles operating a mobile network are
moving around, a MR may attach to a mobile
network of another MR. This case is know as
nested mobility. One example of nested mobil-
ity is a personal area network attached to an
in-vehicle mobile network.

Figure 5 shows the network configura-
tion when MR-2 attaches to the mobile net-
work of MR-1. MR-1 is maintaining its bi-
directional tunnel with HA-1 and routes all
packets through the bi-directional tunnel. MR-
2 sends a binding update with MR-CoA2 gen-
erated from the mobile network prefix of MR-1
to establish a bi-directional tunnel with HA-2.
MR-1 intercepts and tunnels the binding up-
date to HA-1, and then HA-1 routes the bind-
ing update to HA-2. Consequently, MR2 and
HA-2 establish a bi-directional tunnel through
the tunnel between MR-1 and HA-1.

When a CN sends packets to the mobile net-
work of MR-2, packets first reach HA-2, and
are tunneled to MR-2. The other bi-directional
tunnel for MR-1 lies between MR-2 and HA-
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2. Therefore, the tunneled packets are routed
to HA-1 and therefrom re-tunneled to MR-1.
The additional packet’s size becomes 40 bytes
(the size of the IPv6 header) larger than the
original packet. When the additional packet’s
size reaches the Maximum Transmission Unit
(MTU) between the CN and a MNN, no ad-
ditional mobile network can be added to the
nested mobile network.

5.2 Multiple Network Interfaces Sup-
port

A MR may manage multiple egress inter-
faces and get simultaneous access to the In-
ternet to obtain wide internet coverage and
higher bandwidth. Utilization of multiple net-
work interfaces provides durable Internet con-
nectivity 1),21),23). If a MR assigns a different
mobile network prefix to each egress interface,
no additional extensions are needed. MR just
operates the basic protocol operations for each
prefix independently. However, the MR can not
manage egress interfaces with a single mobile
network prefix, because Mobile IPv6 prohibits
registration of multiple bindings for a home ad-
dress. Utilization of a single mobile network
prefix has the advantage of continuous commu-
nication, since an address stored at the session
layer is never changed while the network inter-
face changes.

This question has been already addressed for
Mobile IPv6. We proposed multiple care-of
address registrations for Mobile IPv6 in our
internet-draft (MCOA) 18). MCOA proposes a
new identification number for each interface of
a mobile node . The mobile node registers bind-
ings for all its belonging interfaces with the cor-
responding identification number. Thus, HA
can distinguish which binding is associated with
which interface. Since our NEMO support pro-
posal well complies with Mobile IPv6, MCOA
can also easily be applied. MR assigns an iden-
tification number to each interface, and regis-
ters with the HA all the MR-CoAs with identi-
fication numbers.

5.3 Multiple Mobile Routers Support
Multiple MRs may be configured for a mobile

network to reduce overhead of each MR and to
provide redundancy of MR.

In Fig. 6, there are two MRs (MR-1 and MR-
2). Both MRs have the same mobile network
prefix and are associated with a single HA. Both
MRs advertise the mobile network prefix by
means of router advertisements with a differ-
ent preference value. Thus, MNNs can acquires

two gateways to the Internet and use them de-
pending on the preference value or network en-
vironments. The MR selection is not discussed
in this paper.

Each MR registers its own prefix binding to
the HA (Fig. 6). Therefore, the HA has two
prefix bindings for the mobile network prefix.
When packets to the mobile network are in-
tercepted by the HA, the HA tunnels them to
one MR according to the registered bindings.
When the destination of packets is a MR it-
self (i.e., the destination address is a MR-A),
the HA searches the binding cache comparing
the 128-bit between the destination address and
MR-A described in Section 4.1. The HA selects
the prefix binding as a host binding for the des-
tination, since each prefix binding is registered
with the set of MR-A, the prefix length and
MR-CoA.

5.4 Multiple Home Agents Support
Multiple HAs can be configured in the same

domain to provide HA redundancy. If mul-
tiple HAs have the prefix binding of MR si-
multaneously, each HA advertises the route to
the mobile network prefix in its routing domain
with a different routing metric. When a HA
goes down, another HA quickly takes over HA’s
functionality. If a primary HA goes down, all
packets destined to the mobile network prefix
are routed to another HA, because the route to
the mobile network advertised by the primary
HA is deleted from all routers in the routing
domain.

6. Prominent Advantages

Our NEMO basic support proposal has sev-
eral advantages compared to other solutions.

The Size of Binding Update sub-option:
Our proposal does not require to store prefix
address information in the sub-option. Only a
prefix length is stored in the sub-option. To
minimize signaling packets is important spe-
cially on wireless environments due to limited
bandwidth.

Aggregated Binding Management:
HA does not need to manage two bindings per
mobile network, because MR registers its prefix
binding both as a host and a network binding.
If MR acts as a mobile node, it just sends a BU
with the full prefix length. PSBU and MRTP
need to manage home address of MR and a mo-
bile network prefix.

Support Various Configurations:
Our proposal also supports various configura-
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Fig. 6 Multiple mobile routers support.

tions such as multiple network interfaces, multi-
ple MRs, and multiple HAs. These features are
required specially for large systems such as In-
ternet ITS. Nested mobility is supported by our
solution as well as MRTP. In addition, Route
optimization is not focused by the NEMO work-
ing group at this time, but Internet ITS needs
other aspects of optimizations and redundancy
in terms of multiple MRs and multiple HAs.

Consideration of Route Optimization:
Our NEMO basic support solution is based on
ORC. ORC considers route optimization. Al-
though our NEMO basic solution does not sup-
port route optimization, it can quickly retrieves
the route optimization feature from ORC.

With these features, our solution is applica-
ble to Internet ITS compared to the other so-
lutions. We work on the IETF standardiza-
tion to deploy our solution on Internet ITS.
We currently propose our NEMO basic support
as an individual draft (draft-wakikawa-nemo-
basic) 19) to the IETF NEMO working group.
The NEMO basic support solution(draft-ietf-
nemo-basic-support) 4) released by the NEMO

working group merges ideas from our individual
draft .

7. Conclusion

In this paper, we proposed a basic proto-
col to support network mobility. The proto-
col provides network transparency by assigning
a unique and unchanging mobile network pre-
fix to a mobile network. MR notifies the pre-
fix by means of a binding update containing
the association between MR-CoA and MR-A.
HA caches the prefix binding. All packets des-
tined to the mobile network are intercepted by
HA and tunneled to MR. Packets from the mo-
bile network are intercepted by MR, tunneled
to HA and routed to the destination by HA.
We describe the normal operations. We also
describe the advanced operations for various
network configurations. These advanced oper-
ations indicate that our protocol can be con-
figured in several ways depending on environ-
ments of network mobility and administrative
requirements.

Our protocol satisfies the requirements of In-
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telligent Transportation Systems as expressed
in the InternetITS organization. There are
many kinds of vehicle environments and various
applications run on mobile networks. For this
diversity system, we introduce the advanced op-
erations to operate mobile networks in various
ways. Thus, our proposal is well suited for In-
ternet ITS systems.
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