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Normal Reno TCP with slow start mechanism shows a very good performance for data com-
munication in the wired network where packet losses occur mostly by congestions. However,
its performance reduces significantly in the wireless network where losses occur also due to the
lousy links and mobile host’s handoffs. In this paper, we proposed a solution — TCPMobile
to tackle this problem. Connection establishment, data transfer and handoff management
are all presented in our solution. TCPMobile basically uses ideas in I-TCP to separate the
connection between the wired and wireless network at the Foreign Agent (FA) of Mobile IP.
Moreover, three important modifications in the TCP protocol are made at the wireless con-
nection to mitigate the effect of handoff and the lousy wireless link. Simulations on NS2
simulator show a very good improvement in the network throughput. Another advantage of
TCPMobile is that it only requires changes at the FA and slightly changes at the Mobile Host
(MH) in the connection establishment phase.

1. Introduction

The telecommunication industry and the
wireless technology develop very fast during
the last decade and result in a lot of wireless
networks such as GPRS, PHS, UMTS, IEEE
802.11x, ad hoc networks, etc. Certainly there’s
need for interconnecting these wireless networks
with other existing networks. The de facto
standard for internetworking between these net-
works is TCP/IP. However, there’re currently
two main problems for widely used Reno TCP.
The first one is how to initiate and maintain
connections when the mobile host in the wire-
less network moves frequently and changes its
IP address. The second problem is how to pro-
vide a good performance TCP services in the
wireless environment with lousy links and fre-
quent handoffs.

To solve the first problem and provide con-
nectivity between the Mobile Host (MH) and
the Fixed Host (FH), Mobile IP had been pro-
posed 1). Using this scheme, a FH/MH can ini-
tiate the connection to other MHs using the
Home Agent (HA) and the Foreign Agent (FA).
Detail will be presented in Section 3.

As for the second problem, it’s because dur-
ing the development of the TCP protocol, time-
out event occurs mainly due to the congestion
at the intermediate routers. So the TCP pro-
tocol had been optimized for the reliable trans-
mission network where losses are due to the con-
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gestion. It had resulted in Reno TCP 2) which is
widely deployed nowadays. When a timeout oc-
curs, Reno TCP assumes that this is due to the
congestion at the intermediate nodes and acti-
vates its slow start algorithm. Although this
algorithm works fine in the wired network, it
shows a lot of problems when applying to wire-
less network where losses are also due to the
lousy wireless links and the frequently move-
ment of MHs.

In this paper a solution for this problem-
TCPMobile is presented. Basically TCPMobile
uses the idea of separating the TCP connection
between the wired part and the wireless part at
the FA. In addition, there important modifica-
tions on the TCP protocol for the connection
in the wireless part are introduced to improve
the TCP performance.

This paper is organized as follows. Related
works are presented in Section 2. Mobile IP
and the proposed solution (TCPMobile) are
presented in Section 3. Section 4 is the per-
formance evaluation of the proposed solution
based on NS2 network simulator 3). Basically,
the simulation is used to evaluate the proposed
solution over Reno TCP and M-TCP 4). Fi-
nally, Section 5 is the conclusion of the paper.

2. Related Works

Many solutions had been proposed during the
last 10 years to tackle the above mentioned
problem. They can be classified into two big
categories: keeps the end-to-end TCP connec-
tion, or separates the wired and wireless part of
TCP connection (split TCP connection).

End-to-end TCP connection : Proposals
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in this scheme either try to hide the losses due
to the lousy wireless link and the frequent mo-
bile handoff from the TCP sender (hence re-
quire changes on the receiver side) or use some
algorithms at the sender side to differentiate
between congestion losses and random losses
(hence requires changes in the sender side).

Freeze-TCP 5) based on the fact that the MH
somehow (e.g., from signal strength etc.) can
predict the disconnection with the wired net-
work beforehand so that it could advertise a
zero window size ACK to the TCP sender to
stop it from sending more packets or shrinking
its congestion window. When the wireless con-
nection resumes, the MH advertises the same
ACK with a suitable window size to the sender
and the transmission continues. This solution
maintains the end-to-end TCP connection and
requires changes only at the MH.

In TCP-MD&R 6), a MH bases on TCP-MD
(moving detection algorithm) to predict hand-
off and TCP-R (registration) to freeze sender
from sending more packets during the handoff.
This solution improves the performance of TCP
during handoff especially in frequent handoff.

However, when losses happened due to the
lousy wireless link, the performance of Freeze-
TCP and TCP-MD&R is degraded significantly
since each time a packet is lost (easily happens
in the wireless environment) the sender’s con-
gestion window is shrunk to one segment win-
dow size.

TCP k-SACK 7) is a little bit difference with
TCP SACK in its congestion detection and
avoidance algorithms. The TCP sender did not
use the single packet loss as the indication of
the congestion. Instead it uses a new param-
eter — loss window. If more than k packets
transmitted in the loss window are lost then
it’s due to the congestion otherwise it’s due to
the lousy link. TCP k-SACK can achieve better
performance compared with normal Reno TCP
since it does not shrink its congestion window
when less than k packets are lost. This solution
requires changes at both sender and receiver.

Fast retransmission 8),9) uses triple ACKs to
activate fast recovery algorithm of Reno TCP in
the sender side. When detecting a packet loss,
the MH sends triple ACKs to the sender. The
sender upon receiving triple ACKs will resend
the lost packet and keep its congestion window
unchanged. This solution is simple and requires
changes only in the MH side. However, each
time fast recovery is activated using Fast re-

transmission, the TCP sender’s threshold win-
dow is shrunk by half and this will reduce the
connection performance later on.

TCP Veno 10) tries to distinguish the ran-
dom losses caused by the lousy links with losses
caused by the congestion and adjusts the slow
start threshold to a suitable value (not 1 as in
Reno TCP). TCP Veno requires change in the
sender only.

However, TCP Veno, TCP k-SACK and Fast
retransmission cannot effectively deal with the
frequent handoff of the MH which is expected
in the wireless network. And this will degrade
the performance of the connection during and
after handoff.

Split TCP connection : These proposals
here break each TCP connection between the
sender and the receiver into two separate con-
nections: one TCP connection in the wired net-
work and one TCP connection in the wireless
network. The break point is usually in the Base
Station (BS). I-TCP 11) is belonged to this cat-
egory. In the wired network between the FH
and the BS, a traditional TCP implementation
(Reno TCP) is used. In the wireless network
between the BS and the MH, a customized TCP
protocol for wireless is used. BS will act as a
bridge to forward packets between the two con-
nections. This solution can solve all the prob-
lems since a new, customized TCP protocol is
used in the wireless network. However it breaks
the end-to-end TCP semantics.

M-TCP 4) is a very special solution in this
group because it breaks the TCP connection
at the BS but manages to keep the end-to-end
TCP semantics. The original TCP connection
from the FH to the MH will be split at the BS.
When the BS receives a TCP segment from the
FH, it sends the segment to the MH and waits
for the MH’s ACK. During that waiting time
the BS does not acknowledge the segment with
the FH. Only when the BS receives the ACK
from the MH, it acknowledges the segment with
the FH. By doing so, the TCP end-to-end se-
mantic is kept. However, the most interesting
feature of M-TCP is that the BS always keeps
the last byte unacknowledged. It means if the
MH had acknowledged with the BS k bytes, the
BS only acknowledged with the FH k−1 bytes.
When the BS senses that the MH was discon-
nected (e.g., during handoff), it will send an
ACK packet with zero-window size to the FH
for the last byte — the kth byte. This ACK will
freeze the TCP sender at the FH and prevent it
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from shrinking its transmission windows. When
the BS-MH connection is restored, the BS will
send the same ACK with suitable window size
to the FH to reactivate its TCP sender and con-
tinue with the data transmission.

It’s observed from the M-TCP operations
that the BS does not acknowledge the TCP seg-
ment it received immediately. It has to wait for
the ACK from the MH first. This will add de-
lay to the connection in the FH-BS part. More-
over, when the MH finishes handoff and restores
the BS-MH connection. Data transmission also
does not resume immediately because it has to
wait for the BS to “wake-up” the TCP sender
at the FH. M-TCP also did not make any sig-
nificant changes on the TCP protocol at the
wireless connection except on handling hand-
offs. These factors will reduce the overall M-
TCP connection’s performance.

Snoop 12) can be considered as belonging to
the first category. However, it needs informa-
tion from transport protocol (TCP) to operate
and sometimes it was considered as belonging to
the link-layer protocol category. In fact, snoop
can be classified as somewhere between the two
above categories. By using an agent residing
in the intermediate node (usually the BS) to
read the TCP header, packets are cached and
retransmitted to the MH if they are lost. How-
ever, like Fast retransmission, TCP k-SACK,
Snoop is unable to effectively deal with frequent
handoffs. Its performance will suffer after a
longtime disconnection.

The above analyses are the reasons for us to
find a TCP solution that can maintain a good
performance in the lousy wireless link environ-
ment with frequent handoffs. It’s main objec-
tive of this paper.

3. TCPMobile

To provide complete TCP services for the
MH, we have to assure that the MH can es-
tablish and maintain the connection with other
hosts and vice versa when the MH connects to
the network. But due to the MH frequent move-
ment, it can be expected that IP address of the
MH will be changed as MH moves to a new
place. With this new IP address, the MH still
can send data to the other hosts but the other
hosts can not do so because there’s no mecha-
nism to inform them about the MH’s new IP
address. Mobile IP 1) is the best solution up till
now to tackle this problem.

Using Mobile IP, the MH is assigned to a

Fig. 1 Mobile IP operations.

home network that is represented by a Home
Agent (HA). Each MH has a static IP address
belonged to the home network. Other hosts will
communicate with the MH using this static IP
address. When the MH moves to other net-
works, it will obtain another IP address called
IP care-of address (CoA) from the FA in that
network. The FA in that network in turn will
inform the MH’s HA about the presence of its
MH in the foreign network. If the foreign net-
work does not have a FA or all FAs are busy,
the MH will act as the FA and obtain its so call
co-located Care of Address (using DHCP, etc).

Figure 1 illustrates how mobile IP work.
When a FH wants to send data to a MH, it
sends the IP packet to MH home IP address (1).
This packet will be routed to the MH’s home
network and intercepted by the HA. The HA
will encapsulate this entire datagram and for-
ward it to the MH’s CoA address (or co-located
Care of Address). This encapsulated packet will
eventually reach the FA (2) where the MH re-
sides. The FA will then decapsulate it and send
the original IP datagram to the destination MH
(3).

If the MH wants to send a packet to other
hosts (could be FH or MH), it will send this
packet to FH’s IP address or MH’s home IP
address. This packet will then be routed by for-
eign network routers to the FH or MH’s home
network (4).

Since the MH is moving frequently, there
should be a mechanism for the MH to detect its
movement. The MH can do so by listening to
the agent advertisement messages periodically
broadcasted by the FA. Based on the informa-
tion on these messages, the MH can determine
whether it has moved to a new foreign network
or not.
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Using mobile IP, a TCP connection can be
established between a host and a MH without
being afraid of IP address changes of the MH.
However, this TCP connection’s performance
will be affected as a normal TCP does because
of the packet losses in the wireless network and
during MH handoff.

It can be seen from the Mobile IP operations
that the FA has to strip off the HA’s encap-
sulation to recover the original datagram from
the FH and forward it to the MH through the
foreign network which may has different MTU
(Maximum Transmission Unit), etc. Moreover,
all packets arrived at the MH are forwarded by
the FA. This is true even with the use of binding
update to eliminate the triangle routing prob-
lem in Mobile IP. In addition, FA is belonged
to the foreign network (in most case FA is BS)
which is usually only one or two hops away from
the MH. That’s reason we proposed to break
the connection between the FH and the MH at
the FA.

In the proposed solution (TCPMobile), sepa-
rated connection idea used in I-TCP is adapted
and integrated with Mobile IP at the FA.
Whenever the FA receives a datagram from the
FH through the HA, it will send an ACK for
this datagram on MH’s behalf. This datagram
will be stored in the FA’s buffer and eventually
sent to the MH through a separated connec-
tion. So only the MH and the FA are aware
of this separation. It’s true that the FA is act-
ing as a proxy for the MH. In the wireless con-
nection between the FA and the MH, a mod-
ified TCP implementation is used to improve
the performance of the connection in the wire-
less network. Moreover, an effective handoff
mechanism is introduced. Using this handoff
mechanism, the FA will actively freeze the FH’s
TCP sender whenever it detects a handoff in
progress. Following are the detail operations of
TCPMobile.

3.1 Connection Establishment and
Data Transfer

If the FH initiates the connection, it will send
a TCP segment with the SYN bit on and the
ACK bit off to the MH through the HA. When
this segment reaches FA, FA will issue an ACK
to the FH on behalf of the MH and the connec-
tion between FA and FH is established. The FA
then establishes a separate connection to the
MH. The connections are now ready for data
transfer.

If the MH initiates the connection with an-

other host (FH or another MH), it will send
a TCP segment with the SYN bit on and the
ACK bit off to the FH through the foreign net-
work router (may not be the FA). This con-
nection request segment will eventually arrive
at the FH and an ACK is issued to the MH
through the HA and FA. Upon receiving this
ACK, the FA will reply to the FH on MH’s be-
half and the connection between FA and FH is
established. The FA then establishes a separate
connection with the MH. After this connection
has been established, the FA will act as a bridge
and forward data between the two connections.

To mitigate the lousy wireless links, two sim-
ple but important modifications are applied at
the Reno TCP for the connection between the
FA-MH.

- When the FA receives two duplicate ACKs
from the MH, it will assume that the packet has
been lost and retransmit it. It will not enter
fast recovery (Reno TCP enters fast recovery
when it receives three duplicate ACKs). When
the number of duplicate ACKs seen at the FA
reaches 5, TCP sender at the FA enters fast
recovery. This modification ensures that the
lost packet is retransmitted in a timely manner
(after two duplicate ACKs). This modification
also ensures that if the congestion happened,
the TCP sender in the FA would reduce its con-
gestion window and enter congestion avoidance
phase (after 5 duplicate ACKs).

- When timeout happened, the TCP sender
at the FA retransmits the timeout packet. It
does not enter the slow start phase as Reno
TCP does. During that time, if there’s another
timeout happens and no new ACK came, the
TCP sender will enter the slow start phase to
avoid congestions at the intermediate nodes.

3.2 Handoff Management
The FA detects handoff in progress after a

timeout period from the MH (currently we
choose 4 x FA-MH round trip delay) or after
receiving a handoff request message from an-
other FA. When detecting that handoff is in
progress (Fig. 2), the FA will restore the TCP
sockets associated with the MH to its previous
state, send a zero window size ACK to the FH
to freeze FH’s socket and wait for the hand-
off request message from the new FA. When
the handoff request message comes (2), the old
FA will copy all of the socket’s status associ-
ated with the MH involved to the new FA (3).
The new FA then issues an ACK with non-zero
window size to the FH and reactivates the con-
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Fig. 2 Handoff.

nection. The FH isn’t aware of this handoff
process.

When the MH moves to a new cell, it could
detect its movement based on agent advertise-
ment messages broadcasted by the new FA or
it can issue its own solicitation message to ex-
plicitly ask for advertisement messages after a
timeout period. Upon receiving these messages,
the MH could detect its movement and liaise
with the new FA to complete its Mobile IP reg-
istration process. The MH then informs the
new FA about its previous connections and the
old FA’s address (1). The new FA based on
that information will liaise with the old FA to
create exactly the same TCP sockets associated
with the MH in the old FA (2, 3). After handoff
finishes, the old FA will delete all TCP sockets
associated with the old MH.

Unlike 6), in our TCPMobile solution, the FA
will send a zero window size ACK to freeze FH’s
TCP sender after a timeout period. If the MH
sends a zero window size ACK to the FH after
detecting its movements as in6), it’s too late
since it usually takes more than a round trip
time to detect the MH movement and the FH
already shrank its congestion windows.

4. Performance Evaluation

Simulations on the NS2 simulator 3) are used
to evaluate the effectiveness of the proposed
TCPMobile solution. To achieve a fair evalu-
ation, Reno TCP and M-TCP will be studied
together with TCPMobile in two different sce-
narios respectively.

The following metrics are used for the perfor-
mance comparison:

Throughput: Number of packet received at
the destination over the simulation duration.

End to end packet delay: The average de-
livery delay of the packet from the source to

Fig. 3 Reno TCP simulation model.

the destination. This delay is calculated from
the time the packet is created by the applica-
tion at the source to the time the packet is re-
ceived by the application at the destination. It
includes buffering time, transmission time, pro-
cessing time at the source, intermediate nodes
and the destination.

In the first scenario, TCPMobile and Reno
TCP are simulated in the model shown on
Fig. 3. This model consists of a FH, a router,
a BS and a MH. In this model, the FH and
the BS also act as the HA and FA respectively.
TCP segments are sent from the HA (FH) to
the FA (also BS). Upon receiving them, the FA
will buffer and send ACKs back on behalf of
the MH and be responsible for delivering these
TCP segments to the MH through another sep-
arated connection.

The connection from the HA to the FA is in
the wired network with 5 Mbps bandwidth. The
connection from the FA to the MH is in the
wireless network with 1 Mbps bandwidth. The
time delay between the HA and the Router and
between the router and the FA are 2 ms.

Packets transmitted through the wireless link
will be lost with the probability of p. In the
wireless environment, packet loss can happen
at any time. So by using loss probability p, the
lousy wireless link could be modeled. By vary-
ing p, effects of the lousy wireless link on the
TCP’s performance can be studied. In addi-
tion, the wireless link will be disconnected for
two times, each time 2 seconds during the simu-
lation. This is used to study the protocol ability
to recover from the long time disconnection. All
simulations lasts 550 seconds.

TCP parameters:
Initial windows size: 20
Initial Threshold size: 20
Packet size: 1040 bytes
ACK packet size: 40 bytes
TCP Buffer: 50 packets
Figure 4 shows the throughput of Reno TCP
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Fig. 4 Reno TCP-TCPMobile throughput vs. loss
probability.

Fig. 5 M-TCP simulation model.

and TCPMobile when loss probability in the
wireless network increased. This simulation
proved that Reno TCP throughput will be suf-
fered especially in the high loss environment.
Each time the packet is lost, Reno TCP reduces
its threshold and congestion window by half and
slows its data transmission, in this case, unnec-
essarily. TCPMobile, on the other hand, re-
transmits the lost packet and slowly adjusts its
threshold and congestion window to mitigate
the lousy link, and as the results, impressively
improves the throughput, especially in the high
packet loss scenario.

The second simulation is used to compare the
performance of the proposed solution with a
prominent protocol and M-TCP has been cho-
sen because it has many advantages and uses
the same philosophy as TCPMobile. In this
scenario, the difference and the behavior of M-
TCP and TCPMobile will be studied in the
model shown on Fig. 5. This model only con-
sists of the wireless part because the most sig-
nificant differences between TCPMobile and M-
TCP are on this part. Doing so also simplifies
the simulation. Using this model, a wireless
network consists of a BS, two MHs will be sim-
ulated. TCP segments will be transmitted from
the source (the BS) to the destination (the MH
two hops away) using M-TCP and TCPMobile.

Fig. 6 M-TCP-TCPMobile throughput vs. loss
probability.

Fig. 7 M-TCP-TCPMobile average end-to-end delay.

All other parameters are the same as in the pre-
vious scenario.

The throughput of M-TCP and TCPMobile
are shown in the Fig. 6. It could be seen that
both M-TCP and TCPMobile are affected by
the packet losses. However, when the losses in-
crease, M-TCP throughput reduces much faster
than that of TCPMobile. When loss probabil-
ity reaches 8%, there’s quite big different be-
tween throughput of TCPMobile and M-TCP
as shown in Fig. 6. This is because TCPMo-
bile, with two modifications on handling time-
outs and duplicate ACKs, retransmits the loss
packet more timely and adjusts the congestion
window more precisely with the current net-
work situation. These two modifications effec-
tively improve TCPMobile throughput even in
a high loss network. The throughput of TCP-
Mobile is almost double that of M-TCP when
losses increase to 8%.

However, the higher throughput of TCPMo-
bile comes with a price. That’s the higher end-
to-end delay. Figure 7 shows the compari-
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son of the end-to-end delay between the TCP-
Mobile and M-TCP. TCPMobile suffers higher
end-to-end delay even in the low loss network.
There’re two contributing factors to this higher
delay. The first factor is that the throughput
of TCPMobile is higher. This higher through-
put adds more delay to the transmission time
and processing time at the source, destination
and intermediate nodes. The second factor is
the way TCPMobile sending its TCP segments.
After spending some time adjusting the con-
gestion window and threshold window, TCP-
Mobile will usually send the TCP segments in
burst. This burst adds more stress to the in-
termediate nodes, wireless bandwidth resource
and causes higher end-to-end delay.

The above simulation results clearly show
that TCPMobile’s performance is very good
compared with Reno TCP and M-TCP espe-
cially in the high loss wireless network.

5. Conclusion

Mobile IP and different TCP schemes used
for the wireless network have been studied in
this paper. Because of the nature difference
of the packet loss in the wired and the wire-
less network, the best solution for improving
TCP performance in the wireless network is
that it should have different TCP implemen-
tations. And the FA is the most suitable point
to split the TCP connection so that a different
TCP protocol for the connection from the FA
to MH could be implemented. Details of the
proposed solution - TCPMobile are then intro-
duced which include all connection establish-
ment, data transfer and handoff management
phases. This solution also uses a modified TCP
implementation for the wireless part which dif-
fers with Reno TCP in the way to handle dupli-
cate ACK packets and timeout events. Simula-
tions on the NS2 simulator are used to evaluate
the proposed solution over Reno TCP and M-
TCP. The simulation proves that the proposed
solution achieves better performance than Reno
TCP and M-TCP do, in term of throughput.
However, more research should be carried out
in the connection between the FA and MH to
reduce its higher packet end-to-end delay. And
it will be the objective of our future research.
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