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An adaptive background model plays an important role for object detection
in a scene which includes illumination changes. An updating process of the
background model is utilized to improve the robustness against illumination
changes. However, the process sometimes causes a false-negative problem when
a moving object stops in an observed scene. A paused object will be gradually
trained as the background since the observed pixel value is directly used for the
model update. In addition, the original background model hidden by the paused
object cannot be updated. If the illumination changes behind the paused object,
a false-positive problem will be caused when the object restarts to move. In this
paper, we propose 1) a method to inhibit background training to avoid the false-
negative problem, and 2) a method to update an original background region
occluded by a paused object to avoid the false-positive problem. We have used
a probabilistic approach and a predictive approach of the background model to
solve these problems. The great contribution of this paper is that we can keep
paused objects from being trained by modeling the original background hidden
by them. And also, our approach has an ability to adapt to various illumination
changes. Our experimental results show that the proposed method can detect
stopped objects robustly, and in addition, it is also robust for illumination
changes and as efficient as the state-of-the-art method.

1. Introduction

A technique of background modeling has been widely applied to foreground
object detection from video sequences. It is one of the most important is-
sues to construct a background model which is robust for various illumination
changes. Many approaches have been proposed to construct an effective back-
ground model; pixel-level approaches 1)–5), region-level approaches 6),7), combina-
tional approaches 8),9) and so on. Almost all of these approaches have a common
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Fig. 1 Problem of blind updating of background model.

process of updating the background model. Actually, this process is very bene-
ficial to adapt to various illumination changes. On the other hand, we can say
that the traditional background model has an ability to detect “Moving Ob-
jects” only. In other words, we cannot apply the traditional background model
for scenes such as surveillance of an intersection, a bus stop and so on where some
vehicles stops around there. Also, it cannot satisfy the demand of abandoned ob-
ject detection. The update process of the background model sometimes causes a
FN (false-negative) problem when a foreground object stops in the scene. This is
because the paused foreground object is gradually learned as the background by
the blind updating process. Therefore, we have to handle the following problems
(also see Fig. 1) in order to keep detecting the paused object.
( 1 ) Over-training of foreground objects
( 2 ) Wrong detection of original background regions

The first problem is caused by the blind updating process of background model.
Some researches tried to solve this problem by controlling the learning rate of the
background model. For example, decreasing the learning rate of some regions in
which foreground objects probably stop 10) or utilizing two background models
which have different learning rates 11) have been proposed. However, these ap-
proaches have not resolved the essential problem of over-training since they just
extend the time for being learned as background.

The second problem is caused by a paused foreground object when it starts to
move again. In such a case, an original background region hidden by the object
might be detected wrongly since the paused foreground object has been included
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in the background model. We have to consider another possibility that what will
happen if we stop the updating process of foreground regions. In such a case,
the FP problem will be caused when an illumination change occurs while the
foreground object stops. The hidden region will be detected wrongly since the
background model does not know the illumination change occurred in the hidden
region. Although the literature 12) proposed an approach which considers an
illumination change until a foreground object is regarded as background, it does
not handle the illumination change (background change) in the region hidden by
the paused foreground object.

In this paper, we propose a novel approach to maintain a background model
and tackle the problems mentioned above. Our approach does not stop the
update process of the background model even if a pixel is regarded as foreground.
Alternatively, a substitute pixel is searched from background pixels and it is used
for the model update. This alternative process offers the following advantages.
( 1 ) Our approach can control over-training of paused foreground objects with-

out adjusting the learning rate.
( 2 ) Our approach can update the original background region hidden by paused

objects.
There are two main issues to be tackled in our study. One is how to detect
object regions precisely under the condition of illumination changes. The other
is how to search an appropriate pixel used for the model update. We employ two
different kinds of models; one is a probabilistic background model and the other
is a predictive model. These models are efficiently combined and used to resolve
the two main issues.

2. Framework

The processing flow of our proposed background model is shown in Fig. 2. At
the first stage (Step 1 in Fig. 2), two kinds of background models; a probabilistic
model and a predictive model, are used to calculate the background likelihood.
The background likelihoods are integrated in the next step (Step 2) to acquire
the object region precisely. Therefore, it is required for each model to output a
hypothesis of the background by using its own property for illumination changes.
The probabilistic model can generate multi-modal background changes caused

Fig. 2 Processing flow of the proposed method.

by waving trees, fleeting clouds and so on. Therefore, it can reduce the false-
positive pixels caused by such changes. The basic idea of the probabilistic model
is inspired by the literature 3). We have modified the original background model
to output background likelihood for each pixel value. We will explain about the
probabilistic background model in Section 3.1. On the other hand, the predic-
tive model estimates the pixel value which will be observed at the next frame
and it has a robust character with respect to illumination changes caused by a
weather condition change. According to the literature 13), we can enhance the
robustness against illumination changes when the predictive models are used in
combination in a small region. In this research, we also introduce the region-level
approach with the predictive models. We will explain about the predictive model
in Section 3.2.

At the second stage (Step 2 in Fig. 2), the foreground region is determined by
integrating two background likelihoods evaluated by the probabilistic background
model and the predictive model. Each background outputs higher likelihoods for
a background region including illumination changes, and lower likelihoods for
object regions at the previous step. Therefore, we have to combine them appro-
priately to discriminate between the foreground and the background. We define
an energy function based on Markov Random Field (MRF) and give each pixel
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a proper label (foreground or background) by minimizing the energy function,
this idea is inspired by the literature 14). The detailed explanation will be given
in Section 4.

Finally, at the third stage (Step 3 in Fig. 2), the parameters of both models are
updated. Generally, the observed pixel value is directly used for updating the
parameters. In our approach, meanwhile, when a pixel is judged as “foreground”
at the second stage, we use an alternative background pixel value around the
pixel which has similar background model. The idea comes from the assumption
that a similar pixel value will be observed in the background regions which have
a similar background models. The process avoids the foreground object being
trained as “background” since the pixel values on the foreground region are not
introduced into the background model. Therefore, a paused object will never be
put to the background. We will give a detailed explanation in Section 5.

3. Probabilistic Model and Predictive Model

In this section, we explain about the probabilistic background model and the
predictive model.

3.1 Probabilistic Model based on GMM
We have modified the GMM-based background model 3). The modified back-

ground model consists of 2 steps; the evaluation of the background likelihood and
the update of model parameters.

3.1.1 Evaluation of Background Likelihood
Let xt

i be a pixel value on a pixel i at frame t. For simplicity, we omit the
notation i when we explain each pixel process. The background likelihood is
represented as

P (xt) =
K∑

k=1

wt
kη(xt|μt

k,Σt
k) (1)

where K is the number of distributions. The wt
k, μt

k and Σt
k are an estimate of

the weight, the mean value and the covariance matrix of the kth Gaussian in the
mixture at frame t respectively. The η is a Gaussian probability density function
represented as follows.

η(xt|μt,Σt) =
1

(2π)
n
2 |Σ| 12 exp

(
−1

2
(xt − μt)T Σ−1(xt − μt)

)
(2)

The covariance matrix Σ is actually assumed as follows.
Σ = σI (3)

This assumes that the red, green, and blue pixel values are independent and have
the same variances.

The original approach 3) judges whether or not an observed pixel value belongs
to the “background.” Our approach does not output such a judgment result
explicitly. Instead, we calculate the background likelihood at this processing
stage.

3.1.2 Update of Model Parameters
The model parameters are updated in the same way as the original method 3).
The weights of the K distributions at frame t, wt

k, are adjusted as follows
wt

k = (1 − α)wt−1
k + αM t

k (4)
where α is the learning rate and M t

k is 1 for the model which matched and 0 for
the remaining models. After this approximation, the weights are renormalized.

Every new pixel value xt is examined against the existing K Gaussian distri-
butions, until a match is found. A match is defined as a pixel value within 2.5
standard deviations of the distribution. The parameters of unmatched distri-
butions remain the same. When a match is found for the new pixel value, the
parameters of the distribution are updated as follows.

μt = (1 − ρ)μt−1 + ρyt (5)
σt = (1 − ρ)σt−1 + ρ(yt − μt)T (yt − μt) (6)

The second learning rate ρ is given by
ρ = αη(yt|μt, σt) (7)

where yt is a pixel value which is used for the update of model parameters. We
purposely distinguish the notation yt from xt since the pixel value yt depends on
the judgment result whether or not the pixel belongs to the background. When
the pixel is in the background, the observed pixel value is directly used for the
model update. Otherwise, we select a pixel value which is used for the model
update from another pixel. The detailed explanation about selecting such an
alternative pixel will be given in Section 5.

If none of the K distribution matches the current pixel value, a new Gaussian
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distribution is made as follows.

wt
k+1 = W (8)

μt
k+1 = yt (9)

σt
k+1 = σt

k (10)

where W is the initial weight value for the new Gaussian. If W is higher, the
distribution is chosen as the background model for a long time. After this pro-
cess, the weights are renormalized. Finally, when the weight of the least probable
distribution is smaller than a threshold, the distribution is deleted, and the re-
maining weights are renormalized.

3.2 Predictive Model based on Exponential Smoothing
3.2.1 Exponential Smoothing
We use an exponential smoothing method 15) to acquire a predictive pixel value

zt. Exponential smoothing is a technique that can be applied to time series data,
either to produce smoothed data for presentation, or to make forecasts. The
simplest form of exponential smoothing is given by the following formula.

mt = βxt + (1 − β)mt−1 (11)
where mt is the estimate of the value, xt is the observed value at frame t. β is
the smoothing constant in the range (0 ≤ β ≤ 1).

When there is no trend in time series data, mt is a good estimate value at
frame t + 1. In single exponential smoothing, the forecast function is simply
the latest estimate of the level. If a slope component is now added, whose the
estimate value itself is updated by exponential smoothing, the trend can be taken
into account. The forecast function, which gives an estimate of the series can be
written as follows:

zt = mt +
1 − β

β
rt−1 (12)

where rt is the current slope and zt is the estimate of the value with a trend.
Since the previous estimate of the value is already known, it is possible to update
the estimate of the slope by the following formula.

rt = β(zt − zt−1) + (1 − β)rt−1 (13)
3.2.2 Evaluation of Background Likelihood
The predictive model mentioned above is used for two purposes. One is for

searching a pixel which has a similar tendency with the pixel hidden by a fore-
ground object, which will be explained in Section 5. The other is for the region-
level background model explained in this section. Some papers have reported
that the spatial locality information is effective for illumination changes 7),16).
This idea is derived from a hypothesis that similar changes will be observed
around the pixels when an illumination change occurs. In the proposed method,
we use not only the predictive value of the target pixel but also the values of four-
neighbor pixels simultaneously in order to evaluate the background likelihood.

Let R be a set of four-neighbor pixels around pixel i, the background likelihood
Q(xt) is calculated by the following formula.

Q(xt
p) =

∑
i∈R φ(xt

i, z
t
i)

|R| (14)

The φ(xt, zt) is a range which allows a predictive error, which is defined as follows.

φ(xt, zt) =

{
1 if |xt − zt| < th

0 otherwise
(15)

If the difference is smaller than th between the observed value and the predictive
value, we regard the prediction as a success. The background likelihood will
become higher when a larger number of success predictions is obtained.

3.2.3 Update of Model Parameters
The parameters of the predictive model are updated frame by frame. In the

same way with the probabilistic background model, we decide whether or not to
use the observed value directly for the model update. The detailed explanation
will be given in Section 5.

4. Foreground Detection based on MRF

The probabilistic model and the predictive model output the background like-
lihood for each pixel. In other words, each pixel has two background likelihoods.
Here, they are combined to determine the foreground or the background. We
define an energy function based on Markov Random Field (MRF) and give each
pixel the proper label (foreground or background) by minimizing the energy func-
tion. Our energy function is defined as
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Fig. 3 Graph structure.

E(L|x) = λ
∑
i∈V

G(li|xi) +
∑

(i,j)∈E
H(li, lj |xi, xj) (16)

where L = (l1, . . . , lN ) is the array of labels, x is a set of pixel values and N

is the number of pixels. V and E represent the set of all pixels and the set of
all nearest four-neighboring pixel pairs respectively. G(li) and H(li, lj) represent
the penalty term and the smoothing term respectively and they are calculated
as follows.

G(li|xi) =
P (xi) + Q(xi)

2
(17)

H(li, lj |xi, xj) =
1

ln(|xi − xj | + 1 + ε)
(18)

G(li) is the combined background likelihood. Both the probabilistic model and
the predictive model output a higher background likelihood, the term becomes
larger. Here, we combined two likelihood with the same weight (i.e., each like-
lihood is not weighted to be combined). Through some experiments, we found
out that such s weighed approach didn’t affect the result so much compared with
other parameters. Therefore, we avoid the weighted combination to avoid the
unnecessary adjustment of magic parameters. The smoothing term H(li, lj) is
calculated by examining the similarity between adjacent pixels. Here, we use the
color similarity. Therefore, the same label (foreground or background) is likely

to be given to pixels which have similar colors.
To minimize the total energy E(L|x), we use a graph cut algorithm 17). We

make a graph which has two terminal nodes (Source (s) (Foreground) and Sink
(t) (Background)) and some nodes corresponding to pixels (see Fig. 3). Edges
are made between nodes. We give each edge a cost u(i, j) defined as follows.

u(i, j) = H(li, lj |xi, xj) (19)
u(s, i) = λ(1 − G(li|xi)) (20)
u(i, t) = λG(li|xi) (21)

5. Update of Model Parameters

If we directly use observed pixel values for the model update process, not only
background regions but also foreground regions are gradually trained by the
model. It will cause a FN (false negative) problem when a moving object stops
in the scene (e.g., a bus stop, an intersection and so on). One of the solutions
is to exclude foreground pixels from the update process. However, such an ad-
hoc process will generate another problem that the background model on the
foreground pixel cannot adapt itself to illumination changes while the foreground
object stops. As a result, when the paused object starts to move again, the
occluded region will be detected wrongly (FP (false positive) problem). To solve
this problem, our approach updates model parameters on the foreground pixels
with the help of background pixels.

The specific update process of our proposed approach is as follows. Let F

and B be a set of foreground pixels and background pixels judged in Section 4
respectively, the pixel value yt

i for the model update is calculated as

yt
i =

{
xt

i if i ∈ B

xt
c if i ∈ F

(22)

where c ∈ B is a pixel which satisfies the following condition.

c = argmin
j∈B

f(Θi,Θj) (23)

Θ is a set of parameters of the probabilistic model and the predictive model on
each pixel. In our experiments, we set Θ to be Θt = {μt

1,m
t, rt}, which denotes

the average background pixel value of the distribution which has the largest
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weight μt
1, the exponential smoothing mt and the slope of the observed value

rt. The most important contribution in this paper is to use xt
c for the model

update. When a pixel is judged as belonging to the foreground, our approach
searches the model which has the most similar model parameters with the pixel.
The similarity between model parameters is evaluated by the distance function
f(Θi,Θj), where we use the L1 norm in our experiments.

In this way, our approach does not use foreground pixel values to update model
parameters. Alternatively, we use the pixel value on the background pixel whose
model parameters are the most similar with the one on the foreground pixels.
This procedure avoids the foreground object from being trained as background.
Therefore, even if a foreground object stops in the scene, our approach keeps
detecting the foreground object. In addition, the implicit update process of the
background models hidden by the foreground object reduces the FP problem
when the paused object starts to move again.

6. Experimental Results

6.1 Conditions
We have used several public datasets to investigate the effectiveness of our

proposed method. The computational speed of the proposed method was 7 fps
for QVGA image size by using a PC with a Core i7 3.07 GHz CPU.

According to our preliminary experimental results, we set some parameters
as follows; α = 0.5, β = 0.5, th = 15 �1. These parameters were common to
following experiments.

6.2 Evaluation of Implicit Model Update
The dataset used in this section is released at PETS2001 �2 including illumina-

tion changes in the outdoor scene. We have clipped two subscenes from the orig-

�1 The parameter α = 0.5 and β = 0.5 affect the quickness of adaptation to illumination
changes. If we set them to larger values, a new observed pixel value will be trained as
background soon. On the other hand, large values of these parameters cause the false-
positive problem since pixel values observed in the past tend to be forgotten because of the
quick adaptation for a new pixel value. Therefore, we have to determine appropriate values
through some preliminary experiments.

�2 Benchmark data of International Workshop on Performance Evaluation of Tracking and
Surveillance. ftp://pets.rdg.ac.uk/PETS2001/

Fig. 4 Clipped scenes around illumination changes and examined regions with a simple or a
complex background.

Table 1 Comparison of model update methods: “B to D” denotes Bright to Dark, “D to B”
denotes Dark to Bright.

B to D B to D D to B D to B
Simple BG Complex BG Simple BG Complex BG

Without
Update

Error 102.8 60.9 105.5 63.2
FP 250 99 250 106

Traditional
Update

Error 9.2 8.4 12.0 10.0
FP 0 0 0 0

Proposed
Method

Error 14.0 23.8 14.8 29.6
FP 7 6 0 13

inal image sequence; one is a scene in which the illumination condition changes
from dark to bright, and the other is a scene from bright to dark. Both scenes
consist of about 600 frame images. Moreover, we have selected two 10× 30 pixel
areas; an area with a simple background and an area with a complex background
(see Fig. 4 for details). We have conducted a simulation experiment under the as-
sumption that a quasi-foreground object stopped on the 10×30 pixel region. The
background models on the pixels are processed by three competitive methods;
the method without update, the traditional background update method and the
proposed method. We evaluated how effectively the proposed method updated
the pixels hidden by the quasi-foreground object.

Table 1 shows the error value and the number of FP pixels around illumination
changes. The error value means the difference value between the estimated value
of the background model and the observed pixel value. The estimated value was
acquired by the mean value of the Gaussian distribution which has the highest
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probability in GMM. Meanwhile, we counted up the number of pixels whose error
value exceeded a threshold as FP pixels. When we did not update model param-
eters, the error value was large and a lot of FP pixels were detected wrongly (see
“Without Update” row in Table 1). On the other hand, our proposed method
could also adapt to the illumination changes even though the investigated area
was occluded by the quasi-foreground object. The error value in the complex
background became larger than the one in the simple background. However, this
did not lead to a sensible increase of the number of FP pixels. These observations
applied to both scenes; the scene from dark to bright and the scene from bright to
dark. Finally, we show the results when there was no object on the target region.
In such a case, the background models on the region should be updated appro-
priately. We call such a strategy as “Traditional Update” in Table 1. We can see
that the error value was almost the same between the “Traditional method” and
the “Proposed Method.” In other words, the proposed method could update a
hidden background model even though it did not use the observed pixel values in
the target region. Therefore, we could conclude that the implicit update process
of the background model provides us a good solution for updating the region
hidden by foreground objects.

6.3 Accuracy of Paused Object Detection
We have used three outdoor scenes �1 to investigate the detection accuracy of

paused foreground object regions. The Scene 1, Scene 2 and Scene 3 in Fig. 5
shows the snapshots of about 100th frame, 60th frame and 150th frame after
the moving object stopped. The illumination condition in Scene 1 is relatively
stable compared with the other scenes. We prepared six competitive methods to
evaluate the effectiveness.
GMM GMM based method 3)

Fusion Model fusion model of spatial-temporal features 8)

Method 1 proposed method without implicit model update and graph cut �2

Method 2 proposed method without implicit model update
Method 3 proposed method without graph cut

�1 We got the ground truth dataset from http://limu.ait.kyushu-u.ac.jp/dataset/

�2 The approach is equivalent to the literature 13).

Proposed Method background model proposed in this paper
The parameters in these competitive methods were set to be the same as in the
original papers or defined in this paper as mentioned above. We have evaluated
the accuracy by the precision ratio, the recall ratio and the F-measure given by
the following formulas.

Precision =
TP

TP + FP
(24)

Recall =
TP

TP + FN
(25)

F = 2/
(

1
Precision

+
1

Recall

)
(26)

The F-measure indicates the balance between the precision and the recall. A
larger value means a better result. The TP, FP and FN denote the number of
pixels detected correctly, detected wrongly, undetected wrongly respectively.

Figure 5 shows the evaluated images, and Table 2 shows the evaluation results.
The GMM based method 3) could detect just a few foreground pixels since it had
learned the paused foreground object as “background.” The fusion model 8),
Method 1 and Method 2 also gradually learned the foreground objects as “back-
ground.” This is why the recall ratios of these methods were very low in all the
scenes. On the other hand, Method 3 and our proposed method gave a much
better recall ratio than the competitive methods. The F-measures of them were
also superior to the others. From these results, we confirmed that our implicit
model update process was very effective for detection of paused foreground ob-
jects. Compared to Method 3, our proposed method provided a higher accuracy
in both the precision and the recall. Method 3 detected not only paused ob-
jects but also many salt-and-pepper noises. The Graph cut algorithm provided
a smoothing effect which reduced these noises.

Secondly, we have evaluated the precision ratio, the recall ratio and the F-
measure with another scene in which the paused object had started to move
again. The proposed method gave us a better result than the other methods
(see Table 3). The GMM based method 3), Method 1 and Method 2 detected
many FP pixels (afterimage of the paused foreground object) in the region where
the foreground object had been paused (see red circle regions in Fig. 6). This
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Fig. 5 Result of the object detection after the moving object
stopped. Scene 1: 100th frame after stopped, Scene 2:
60th frame after stopped, Scene 3: 150th frame after
stopped.

Fig. 6 Result of the object detection after the object
restarted to move.

Fig. 7 Result of the object detection with the PETS2001 de-
taset. # 831: no object with illumination change,
# 1461: objects without illumination change, # 4251:
objects with illumination change.

is because an illumination change occurred during the period. Meanwhile, the
fusion model 8), Method 3 and the proposed method did not detect the occluded
region wrongly. However, the fusion model could not detect the inside of the

moving object because of over-training of the foreground object. This is why the
recall ratio of the fusion model was lower than that of the proposed method. The
proposed method output lower precision ratio in the Scene 2. There was a tree
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Table 2 Accuracy evaluation of the object detection after
the moving object stopped.

Scene 1 Scene 2 Scene 3

GMM 3)
Precision 0.87 0.95 0.86
Recall 0.13 0.05 0.16

F-measure 0.23 0.10 0.27

Fusion

Model 8)

Precision 0.98 0.95 0.94
Recall 0.37 0.69 0.13

F-measure 0.53 0.80 0.24

Method 1
Precision 0.64 0.63 0.54
Recall 0.33 0.32 0.34

F-measure 0.44 0.42 0.42

Method 2
Precision 0.88 0.82 0.46
Recall 0.59 0.36 0.42

F-measure 0.70 0.50 0.44

Method 3
Precision 0.77 0.73 0.74
Recall 0.64 0.92 0.74

F-measure 0.70 0.82 0.74

Proposed
Method

Precision 0.90 0.85 0.87
Recall 0.76 0.99 0.74

F-measure 0.82 0.92 0.81

Table 3 Accuracy evaluation of the object detection after
the object restarted to move.

Scene 1 Scene 2 Scene 3

GMM 3)
Precision 0.95 0.93 0.80
Recall 0.22 0.52 0.46

F-measure 0.35 0.66 0.58

Fusion

Model 8)

Precision 0.98 0.93 0.94
Recall 0.48 0.61 0.46

F-measure 0.65 0.73 0.61

Method 1
Precision 0.73 0.49 0.65
Recall 0.51 0.83 0.78

F-measure 0.60 0.61 0.71

Method 2
Precision 0.80 0.51 0.67
Recall 0.73 0.93 0.99

F-measure 0.76 0.66 0.80

Method 3
Precision 0.83 0.62 0.74
Recall 0.64 0.88 0.81

F-measure 0.72 0.72 0.77

Proposed
Method

Precision 0.92 0.78 0.91
Recall 0.78 0.98 0.82

F-measure 0.85 0.87 0.86

Table 4 Accuracy evaluation of the object detection with
the PETS2001 dataset.

# 831 # 1461 # 4251

GMM 3)
FN 0 392 274
FP 1,111 29 665

F-measure – 0.76 0.21

Fusion

Model 8)

FN 0 697 351
FP 0 3 1

F-measure – 0.51 0.22

Method 1
FN 0 94 83
FP 6 138 587

F-measure – 0.89 0.49

Method 2
FN 0 46 58
FP 1 609 1,108

F-measure – 0.76 0.37

Method 3
FN 0 93 66
FP 2 39 362

F-measure – 0.94 0.61

Proposed
Method

FN 0 225 121
FP 0 336 383

F-measure – 0.75 0.53

in front of the bus. The tree should be regarded as belonging to the background.
However, our proposed method mistakenly detected it since the thin trunk and
the branches are filtered out by the smoothing effect of the energy function defined
in the Eq. (16). This is the main factor why our proposed method provided a
bad precision ratio.

6.4 Evaluation of the Robustness against Illumination Changes
We have used an outdoor image sequence in which the illumination condition

had sometimes changed rapidly, which was also used in the Section 6.2. We
have selected three images (see Fig. 7) from 5,000 frames for evaluation. The
parameters of the background models including the competitive methods were
set to be the same as in previous experiments.

The recall ratio, the precision ratio and the F-measure are shown in Table 4.
In the case where FP or FN is set to zero, we showed the F-measure as “–” in
Table 4 since it cannot be calculated. The illumination condition of the scene
# 831 was changed. The GMM based method 3) detected many FP pixels since
it was hard for GMM to adapt to rapid illumination changes.

Meanwhile, our proposed method did not detect any FP pixels as well as the

fusion model 8), which was reported to be very robust against various illumination
changes. Method 1, Method 2 and Method 3 also adapted to the illumination
change. The scene # 1461 included foreground objects under the stable illu-
mination condition. The fusion model 8) detected the foreground object with
the smaller size than the ground truth. This is because the fusion process was
achieved by calculating a logical AND operation between two kinds of background
models. Therefore, the FN became larger and the FP became smaller compared
with the GMM based method. On the other hand, the proposed method tended
to detect foreground objects with a larger size than the actual size. We guess that
a kind of smoothing effect by the energy function would provide such a detection
result. We think that such a characteristic is not a critical problem compared
with the detection in a smaller size since most of surveillance systems require the
position where the object is. If a method tends to detect an object in a smaller
size, there is a possibility that the object will not be detected. Finally, the scene
# 4251 included foreground objects with illumination changes. This scene is one
of the most difficult scenes for object detection. Method 3 and the proposed
method gave better results than the other competitive methods (see Fig. 7). The
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Fig. 8 Result of object detection with the Wallflower dataset.

Table 5 Accuracy evaluation with the Wallflower dataset.

Error
Type

Moved
Object

Time of
Day

Light
Switch

Waving
Trees

Camou-
flage

Boot-
strap

Foreground
Aperture

Total
Errors

Wallflower 9) FN 0 961 947 877 229 2,025 320
FP 0 25 375 1,999 2,706 365 649 11,478

Fusion Model 8)
FN 0 1,349 1,681 198 177 1,235 2,085
FP 0 0 1,396 771 342 199 658 10,091

Proposed Method
FN 0 972 1,185 19 65 996 2,268
FP 1,130 6 596 441 705 2,117 843 11,337

FP and FN pixels of Method 3 were less than those of the proposed method since
small foreground objects were filtered out by a graph cut (smoothing term in the
energy function) in the proposed method.

6.5 Comparison with WallFlower Dataset
We have compared our proposed method with the fusion model 8) and

WallFlower over the public dataset �1. We counted up the FN and FP pixels
in the same way as WallFlower 9). The comparison results are shown in Fig. 8
and Table 5. We have cited the result of WallFlower from the literature 9) �2.

We got the same level of accuracy in the scene “Time of Day,” and a better

�1 We got the dataset at http://research.microsoft.com/en-us/um/people/jckrumm/
WallFlower/TestImages.htm

�2 The literature 9) gives several comparison results with other approaches.

result in the scene “Waving Trees” and “Camouflage.” The scene “Light Switch”
included a sudden illumination change around the light switch ON/OFF. We
introduced an additional process, in which a sudden illumination change was de-
tected by counting the foreground pixels, and executed the re-initializing process
according to it, in the same way as WallFlower. We got the result shown in
Table 5 which was not so different from WallFlower’s result.

In the scene “Foreground Aperture,” there were many FN pixels inside the
foreground object. It is very difficult to solve this problem by only using a
background subtraction based approach. The approach of WallFlower extended
the foreground pixels based on color similarity. Such an approach will be helpful
for our proposed method to improve the performance.

Finally, in the scene “Moved Object” and “Bootstrap,” a larger number of FP

IPSJ Transactions on Computer Vision and Applications Vol. 3 148–159 (Dec. 2011) c© 2011 Information Processing Society of Japan



158 Maintenance of Blind Background Model for Robust Object Detection

pixels were detected wrongly compared with traditional methods. A chair moved
and then it stopped in the scene “Moved Object.” Our proposed method kept the
chair being detected as foreground after it stopped. On the other hand, the chair
should not be detected in the ground truth. This is why our proposed method
detected FP pixels. The scene “Bootstrap” was not suitable for our proposed
method in terms of background initialization since several foreground objects
were already included in the images for initialization. If we had intentionally
selected some images for initialization, a better result would have been acquired.
Alternatively, a robust estimation method is effective to generate some images
which are useful for the model initialization.

6.6 Discussion
Through several experiments, we have investigated the effectiveness of the pro-

posed method for object detection. When a moving object stops in the surveil-
lance scene, the proposed method can detect it by updating the background
model hidden by the paused object. However, it has a limitation that the ini-
tialization of the proposed method has to be achieved by images which do not
contain any foreground objects. Otherwise, background regions hidden by such
foreground objects will be mistakenly detected if the objects start to move. Also
they will not be detected as long as they are stopped.

On the other hand, although the proposed method can detect paused objects, it
cannot distinguish overlapping foreground objects, e.g., a moving car in front of a
paused bus, and so on. We have to construct hierarchical layers of the background
to solve such a problem. This is part of the future work in our research.

7. Conclusion

We have proposed a novel background modeling method. The proposed method
could maintain even a background model hidden by paused objects. This process
was very effective for not only an implicit background update but also keeping a
foreground object to being detected. Our background model can be utilized for
scene surveillance including an intersection, a bus stop and so on. Also, we are
sure that it contributes to abandoned object detection. Through several experi-
ments, we have confirmed the effectiveness of our approach from the viewpoints
of the robustness against illumination changes, the handling of foreground ob-

jects and the update of background model parameters. In our future work, we
will study about an efficient strategy of initializing the background model, the
complement of undetected pixels such as inside the objects. And also, we will
apply our approach to an actual visual surveillance system.
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ing moving objects, British Machine Vision Conf., Vol.1, pp.187–196 (2004).

17) Boykov, Y. and Kolmogorov, V.: An experimental comparison of min-cut/max-
flow algorithms for energy minimization in computer vision, IEEE Trans. Pattern
Analysis and Machine Intelligence, Vol.26, pp.1124–1137 (2004).

(Received November 9, 2010)
(Accepted June 13, 2011)

(Released December 28, 2011)

(Communicated by Tomokazu Takahashi)

Atsushi Shimada received his M.E. and D.E. degrees from
Kyushu University in 2004 and 2007. Since 2007, he has been an
assistant professor in Graduate School of Information Science and
Electrical Engineering at Kyushu University. He has been engaged
in image processing, pattern recognition and neural networks.

Satoshi Yoshinaga received his B.E. and M.E. degrees from
Kyushu University in 2009 and 2011. Since 2007, he has been
a Ph.D. student in Graduate School of Information Science and
Electrical Engineering at Kyushu University. He is also a Research
Fellow of the Japan Society for the Promotion of Science. He has
been engaged in visual surveillance.

Rin-ichiro Taniguchi received his B.E., M.E., and D. degrees
from Kyushu University in 1978, 1980, and 1986. Since 1996, he
has been a professor in Graduate School of Information Science
and Electrical Engineering at Kyushu University, where he directs
several projects including multiview image analysis and software
architecture for cooperative distributed vision systems. His cur-
rent research interests include computer vision, image processing,

and parallel and distributed computation of vision-related applications.

IPSJ Transactions on Computer Vision and Applications Vol. 3 148–159 (Dec. 2011) c© 2011 Information Processing Society of Japan


