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Abstract: This paper gives a first security evaluation of a lightweight stream cipher RAKAPOSHI. In particular, we analyze a slide property of RAKAPOSHI such that two different Key-IV pairs generate the same keystream but n-bit shifted. To begin with, we demonstrate that any Key-IV pair has a corresponding slide Key-IV pair that generates an n-bit shifted keystream with a probability of 2^{-2n}. In order to experimentally support our results, some examples of such pairs are given. Then, we show that this property is able to be converted into key recovery attacks on RAKAPOSHI. In the related-key setting, our attack based on the slide property can recover a 128-bit key with a time complexity of 2^{41} and 2^{38} chosen IVs. Moreover, by using a variant of slide property called partial slide pair, this attack is further improved, and then a 128-bit key can be recovered with a time complexity of 2^{31} and 2^{30} chosen IVs. Finally, we present a method for speeding up the brute force attack by a factor of 2 in the single key setting.
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1. Introduction

With the recent large deployment of low resource devices such as RFID tags and sensor nodes, the demand for security in resource-constrained environments has been dramatically increased. As a result, design and analysis of lightweight ciphers has received a lot of attention from the cryptographic community. A number of lightweight primitives are proposed, e.g., block ciphers: PRESENT [6], KATAN [8], LED [15] and Piccolo [25], and hash functions: Quark [3], PHOTON [14] and SPONGENT [5]. As for lightweight stream ciphers, Grain v1 [17], Trivium [7] and MICKY2.0 [4] are selected by the eSTREAM project for hardware applications with highly restricted resources [13]. In spite of considerable efforts in a multi-years project, it is still debatable that design and analysis of stream ciphers are mature enough. Indeed, after the end of this project in 2008, F-FCSR-H [2], which is initial selected in the final portfolio, and the 128-bit version of Grain were broken [12], [16].

Cid, Kiyomoto, and Kurihara proposed a lightweight stream cipher RAKAPOSHI [10] after the eSTREAM project. RAKAPOSHI is a hardware-oriented stream cipher accepting a 128-bit key and a 192-bit IV, and employs a bit-oriented Dynamic Linear Feedback Shift Register. This structure is also adopted in K2 v2.0 [20], which is recently selected in ISO standard stream ciphers [1]. RAKAPOSHI is considered as a variant of the K2 v2.0 for the low-cost hardware implementation. Its performance properties in the hardware are comparable to stream ciphers selected in the eSTREAM, e.g., the circuit size of RAKAPOSHI is estimated as about 3K gates. In addition, RAKAPOSHI can provide a 128-bit security while Grain and Trivium have only an 80-bit security. Thus, designers claim that RAKAPOSHI can complement the eSTREAM portfolio, and increase the choice of secure lightweight stream ciphers. Despite its notable features of design and implementations, there exist only designers’ self evaluations, i.e., no external cryptanalysis has been published so far.

In this paper, we give a first security evaluation of the lightweight stream cipher RAKAPOSHI *1. In particular, we deeply analyze a slide property of RAKAPOSHI such that two different Key-IV pairs generate the same keystream but n-bit shifted. This property mainly exploits a weakness of an initialization algorithm, and has been applied to Grain v1 stream cipher [9], [21]. To begin with, by exploiting the self-similarity of the initialization algorithm of RAKAPOSHI, we show that any Key-IV pair has a corresponding slide Key-IV pair that generates an n-bit shifted keystream with a probability of 2^{-2n}. For n = 1, a Key-IV pair has a corresponding Key-IV pair that generates only a 1-bit shifted keystream with a probability of 2^{-2}. Besides, we introduce a variant of the slide property, which is called partial slide property, that occurs with a higher probability than the basic slide property. Then we utilize these properties in order to construct related-key attacks on RAKAPOSHI. Our attack using the slide property can recover a 128-bit key with a time complexity of 2^{41} and 2^{38} chosen IVs. Moreover, by using the partial slide property, this attack is further improved, and then a 128-bit key can be recovered with a time complexity of 2^{31} and 2^{30} chosen IVs. This result reveals that RAKAPOSHI is practically vulnerable to the related-key attack based on the slide property. Finally, using this variant of the slide property, we give a method for speeding up the brute force attack in the single key setting by

*1 This is the full version of the IWSEC 2012 paper [19]. After the publication of Ref. [19], two results similar to our results appeared [11], [22].
a factor of 2.

This paper is organized as follows. Brief descriptions of RAKAPOSHI are given in Section 2. In Section 3, we introduce a slide property of stream ciphers, and we analyze a slide property of RAKAPOSHI stream cipher in Section 4. Then, related-key attacks and a method for speeding up a keysearch on RAKAPOSHI are given in Sections 5 and 6, respectively. Finally, we conclude in Section 7.

2. Description of RAKAPOSHI

RAKAPOSHI is a stream cipher supporting a 128-bit key and a 192-bit IV. At time $t$, RAKAPOSHI consists of a 128-bit Nonlinear Feedback Shift Register (NFSR) $A' = \{a_t, a_{t+1}, \ldots, a_{t+127}\}$ ($a_t \in \{0, 1\}$), a 192-bit Linear Feedback Shift Register (LFSR) $B' = \{b_{t}, b_{t+1}, \ldots, b_{t+191}\}$ ($b_{t} \in \{0, 1\}$) and an 8-to-1 nonlinear function $\pi$ (see Fig. 1). Since RAKAPOSHI employs the bit-oriented Dynamic Linear Feedback Shift Register (DLFSR), two bits of the registers $A$ are used for dynamically updating the feedback function of the register $B$.

The NFSR $A'$ and the LFSR $B'$ are updated as follows:

$$a_{t+128} = \pi(a_{t}a_{t+1}a_{t+2}a_{t+3}a_{t+4}a_{t+5}a_{t+6}),$$

where $\oplus$ is a bit-wise XOR, $x$ is complement of $x$, and $c_0$ and $c_1$ are $a_{t+41}$ and $a_{t+89}$, respectively. The 8-to-1 nonlinear function $\pi$ is expressed as

$$s_t = \pi(a_{t+67}a_{t+127}a_{t+123}a_{t+53}a_{t+77}a_{t+81}a_{t+103}a_{t+128}).$$

The non-linear function $\pi$ is given as follows.

$$\pi(x_0, x_1, x_2, x_3, x_4, x_5, x_6, x_7) =$$

$$x_0x_1^2x_2x_3^2x_4x_5^2x_6^2 + x_0x_1^2x_2x_3x_4^2x_5x_6 +$$

$$x_0x_1x_2x_3x_4 + x_0x_1^2x_2x_3x_4x_5 + x_0x_1^2x_2x_3x_4x_5x_6 +$$

$$x_0x_1x_2x_3x_4 + x_0x_1^2x_2x_3x_4x_5 + x_0x_1^2x_2x_3x_4x_5x_6 +$$

$$x_0x_1x_2x_3x_4 + x_0x_1^2x_2x_3x_4x_5 + x_0x_1^2x_2x_3x_4x_5x_6 +$$

$$x_0x_1x_2x_3x_4.\quad (see \text{Fig. 1})$$

Since RAKAPOSHI employs the bit-oriented Dynamic Linear Feedback Shift Register (DLFSR), two bits of the registers $A$ are used for dynamically updating the feedback function of the register $B$.

The initialization process is given as follows:

$$a_t = k_i \quad (0 \leq i \leq 127), \quad b_t = iv_i \quad (0 \leq i \leq 191).$$

The initialization process updates the state 448 times without the keystream generation. It consists of the stage 1 (320 cycles) and the stage 2 (128 cycles). In the stage 1, the output of the nonlinear function $s_t$ is fed back to register $B'$, i.e., $s_t$ is XORed with $b_{t+192}$.

---

**Fig. 1** RAKAPOSHI Stream Cipher.
In the stage 2, the output of the nonlinear function \( s_i \) is fed back to register \( A_i \), i.e., \( s_i \) is XORed with \( a_{i+128} \). The usage of \( s_i \) is only the difference between the stage 1 and the stage 2.

After the initialization process, the state \( S^{448} = (A^{448}, B^{448}) \) is obtained.

2.2 Keystream Generation

For \( t \geq 448 \), an internal state \( S^t = (A^t, B^t) \) generates a keystream bit \( z_{t-448} \) such that \( z_{t-448} = b_i \oplus a_i \oplus s_i \), with updating the internal state. Note that the fixed key and IV pair must be changed after 264 keystream bits are generated.

3. Slide Property of Stream Cipher

If two different keys always convert the same plaintexts into the same ciphertexts, such a key pair is called an equivalent key in terms of that these keys are functionally equivalent. Since stream ciphers additionally use IV for generating a keystream, equivalent Key-IV pairs can also be defined. Here, a ciphertext is obtained by XORing a plaintext with a keystream in stream ciphers. Thus, an equivalent Key-IV pair essentially means the pair generating the same keystreams. The existence of these pairs indicates that the effective \((K, IV)\) space is smaller than the expected value which is the sum of the \( K \) and \( IV \) size.

In stream ciphers, a variant of equivalent \((K, IV)\) called slide Key-IV pairs is also defined in Refs. [9], [21]. A slide Key-IV pair generates the same keystream but \( w \cdot n \)-bit shifted, where \( w \) is the size of the word \( z_i \) in the keystream, e.g., \( w = 1 \) for RAKAPOSHI. Though the existence of this pair does not directly affect the effective \((K, IV)\) space unlike the case of equivalent Key-IV pairs, it has the following interesting property.

Let \((K'_0, IV'_0)\) be a \( w \cdot n \)-bit slide Key-IV pair of \((K, IV)\). In other words, \((K'_0, IV'_0)\) generates the \( w \cdot n \)-bit shifted keystream with respect to that of \((K, IV)\) such that \( z'_i = z_{i+n} \) for \( 0 < i \). Suppose that plaintexts \( P = \{p_0, p_1, \ldots, p_L\} \) and \( P' = \{p'_0, p'_1, \ldots, p'_L\} \) are encrypted with \((K, IV)\) and \((K'_0, IV'_0)\), respectively. Then, ciphertexts \( C = \{c_0, c_1, \ldots, c_L\} \) and \( C' = \{c'_0, c'_1, \ldots, c'_L\} \) are as follows:

\[
C = \{c_0, c_1, \ldots, c_L\} = \{p_0 \oplus z_0, p_1 \oplus z_1, \ldots, p_L \oplus z_L\}.
\]

\[
C' = \{c'_0, c'_1, \ldots, c'_L\} = \{p'_0 \oplus z'_0, p'_1 \oplus z'_1, \ldots, p'_L \oplus z'_L\} = \{p_0 \oplus z_{i+n}, p_1 \oplus z_{i+n+1}, \ldots, p_L \oplus z_{i+n+L}\}.
\]

If an attacker can get above ciphertexts which are generated from \( w \cdot n \)-bit slide Key-IV pairs, he can obtain information of plaintexts from only ciphertexts without the knowledge of keys by XORing \( w \cdot n \)-bit shifted \( C \) to \( C' \) as follows:

\[
c_{ast} \oplus c'_{ast} = p_{ast} \oplus z_{ast} \oplus p'_{ast} \oplus z_{ast}\]

\[
= p_{ast} \oplus p'_{ast}.
\]

At first glance, this assumption seems to be very strong. However, it corresponds to the related-key and chosen IV setting for some classes of stream ciphers.2 Besides, a slide Key-IV pair can be used not only for exposing the plaintext information but also for related-key key recovery attacks [9], [21]. Moreover, it may be utilized for speeding up the key search in the single key setting [9].

Therefore, the slide property is a very useful tool of analyses and evaluations of the security of stream ciphers.

4. Slide Property of RAKAPOSHI

In this section, we analyze a slide property of RAKAPOSHI stream cipher.

4.1 Conditions of Slide Pairs

For RAKAPOSHI, a \((K, IV)\) pair has a corresponding \( n \)-bit slide pair \((K'_0, IV'_0)\) that generates an \( n \)-bit shifted keystream for \( 0 \leq n < 320 \), if these pairs satisfy the following conditions:

**Condition 1:** \( S^{n} = (A^{n}, B^{n}) = S^{0} = (A^{0}, B^{0}) \).

**Condition 2:** \( x^{320+i} = 0 \quad (0 \leq i < n) \).

**Condition 3:** \( x^{448+i} = 0 \quad (0 \leq i < n) \),

where \( S^{n} \) is a state generated from \((K'_0, IV'_0)\) at time \( t \). Figure 2 illustrates these conditions for an \( n \)-bit slide pair.

Assume that the condition 1 holds, \( S^{320} = (A^{320}, B^{320}) \) and \( S^{320-n} = (A^{320-n}, B^{320-n}) \) are identical, because \( S^{n} \) and \( S^{0} \) are updated in the same manner during the stage 1.

However, \( S^{320} \) and \( S^{320-n} \) are updated by different update processes in the stage 1 and 2, respectively. As mentioned in Section 2.1, the difference of these stages is only the usage of \( s_i \), i.e., \( s_i \) is XORed with \( a_{i+128} \) in the stage 1 while it is XORed with \( a_{i+128} \) in the stage 2. When the condition 2 holds, the relation of \( x^{320+i} = x^{320+i} \) is obtained for \( 0 \leq i < n \). It allows us to omit these differences of the stage 1 and 2, then \( S^{320-n} = (A^{320-n}, B^{320-n}) \). After that, since these states are updated in the same manner during the stage 2, \( S^{448} = (A^{448}, B^{448}) \) and \( S^{448-n} = (A^{448-n}, B^{448-n}) \) are surely identical.

In the keystream generation, \( s_i \) is used for generating a keystream bits, and does not affect the state updating. Therefore, the condition 3 ensures that \( S^{448+i} = (A^{448+i}, B^{448+i}) \) and \( S^{448-n} = (A^{448-n}, B^{448-n}) \) are identical. It means that \((K', IV')\) produces an \( n \)-bit sliding keystream with respect to \((K, IV)\). In other words, the following equations hold, \( z_i = z'_{i+n} \) \( (n \leq i < 2^{64}) \).

4.2 Evaluation

Let us estimate how many \( n \)-bit slide pairs exist in the RAKAPOSHI stream cipher. The condition 1 is expressed as

\[
A^n = (k_0, k_{n+1}, \ldots, k_{127}, x_0, \ldots, x_{n-1})
\]

\[
= (k'_0, k'_{n+1}, \ldots, k'_{127}, x'_0, \ldots, x'_{n-1}) = A^0,
\]

\[
B^n = (y_0, y_{n+1}, \ldots, y_{127}, y_0, \ldots, y_{n-1})
\]

\[
= (y'_0, y'_{n+1}, \ldots, y'_{127}, y'_0, \ldots, y'_{n-1}) = B^0,
\]

where \( x_i = g(a_i, a_{i+6}, a_{i+7}, a_i+11, a_i+16, a_i+23, a_i+36, a_i+46, a_i+55, a_i+62) \) and \( y_i = f(b_i, b_{i+4}, b_{i+37}, b_{i+41}, b_{i+49}, b_{i+51}, b_{i+93}, b_{i+107}, b_{i+120}, b_{i+134}, b_{i+156}, b_{i+1555}, b_{i+156}, b_{i+156}, a_i, a_{i+8}) \) \( \oplus s_i \). Since the state size and the sum of \( K \) and \( IV \) size are the same, a \((K, IV)\) pair surely has one pair of \((K'_0, IV'_0)\) satisfying the condition 1 regardless of the value of \( n \).

On the other hand, conditions 2 and 3 depend on the value of \( n \). The probability that a \((K, IV)\) pair satisfies the conditions 2

\(^{22}\) It highly depends on structures and algorithms of target stream ciphers.
and 3 is $2^{-2n} = 2^{-n} \times 2^{-n}$. Therefore, any $(K, IV)$ pair theoretically has an $n$-bit slide pair $(K_{i_0}, IV_{i_0})$ that generates an $n$-bit shifted keystream with a probability of $2^{-n}$. We have confirmed the correctness of these theoretical values by testing $2^{2n}$ randomly chosen $(K, IV)$ pairs for $n = 0, \ldots, 10$. Table 1 shows experimental results of the probability that a Key-IV pair has an $n$ bit slide pair for $2^{2n}$ randomly-chosen Key-IV pairs. It is confirmed that our theoretical values are correctly approximated. Table 2 gives examples of 1, 5 and 10 bits slide pairs. In addition, we can say that a $(K, IV)$ pair having $(K_{i_0}', IV_{i_0}')$ pairs also has $(K_{i_1}', IV_{i_1}') \ldots (K_{i_{n-1}}', IV_{i_{n-1}}')$ pairs.

For $n = 1$, a $(K, IV)$ pair has $(K_{i_0}', IV_{i_0}')$ that generates a only 1-bit shifted keystream with a probability of $2^{-2}$, which is a greatly high probability compared to an ideal stream cipher that generates a random keystream by $(K, IV)$. If an attacker can access to stream ciphers using such a slide pair, it is easy to distinguish keystreams from random streams.

### 4.3 Partial Slide Property of RAKAPOSHI

Here, we introduce a variant of the slide property. Recall that conditions 1-3 in Section 4.1 ensure that a $(K, IV)$ pair has an $n$-bit slide pair $(K_{i_0}', IV_{i_0}')$ that produces an $n$-bit sliding keystream of $(K, IV)$. If the condition 3 does not hold, it is not ensured that $a_{448+i} \cdot 128 + i$ is identical for $0 \leq i < n$, due to the difference of usage of $s$. However, these differences do affect generations of $z_{n+1}(=z'_1), \ldots, z_{n-1}(=z'_{n-1})$. Thus, if only the conditions 1 and 2 hold, we can obtain the keystream pairs in which $[z_{n+1}, \ldots, z_{n-1}]$ and $[z'_1, \ldots, z'_{n-1}]$ are identical. We call such a pair an $n$-bit partial slide pair.

Therefore, a $(K, IV)$ pair has an $n$-bit partial slide pair $(K_{i_0}'', IV_{i_0}'')$ that generates an $n$-bit partial sliding keystream with the same $s$.

---

**Table 1** Experimental results of probability that a Key-IV pair has an $n$ bit slide pair.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Theoretical value</th>
<th>Experimental value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$2^2$</td>
<td>$2^{-1021}$</td>
</tr>
<tr>
<td></td>
<td>$(419041/16777216)$</td>
<td>$(419041/16777216)$</td>
</tr>
<tr>
<td>2</td>
<td>$2^{-4}$</td>
<td>$2^{-9051}$</td>
</tr>
<tr>
<td></td>
<td>$(104595/16777216)$</td>
<td>$(104595/16777216)$</td>
</tr>
<tr>
<td>3</td>
<td>$2^{-6}$</td>
<td>$2^{-8022}$</td>
</tr>
<tr>
<td></td>
<td>$(261636/16777216)$</td>
<td>$(261636/16777216)$</td>
</tr>
<tr>
<td>4</td>
<td>$2^{-8}$</td>
<td>$2^{-5992}$</td>
</tr>
<tr>
<td></td>
<td>$(65793/16777216)$</td>
<td>$(65793/16777216)$</td>
</tr>
<tr>
<td>5</td>
<td>$2^{-10}$</td>
<td>$2^{-5992}$</td>
</tr>
<tr>
<td></td>
<td>$(16439/16777216)$</td>
<td>$(16439/16777216)$</td>
</tr>
<tr>
<td>6</td>
<td>$2^{-12}$</td>
<td>$2^{-5992}$</td>
</tr>
<tr>
<td></td>
<td>$(4072/16777216)$</td>
<td>$(4072/16777216)$</td>
</tr>
<tr>
<td>7</td>
<td>$2^{-14}$</td>
<td>$2^{-5992}$</td>
</tr>
<tr>
<td></td>
<td>$(1018/16777216)$</td>
<td>$(1018/16777216)$</td>
</tr>
<tr>
<td>8</td>
<td>$2^{-16}$</td>
<td>$2^{-5992}$</td>
</tr>
<tr>
<td></td>
<td>$(251/16777216)$</td>
<td>$(251/16777216)$</td>
</tr>
<tr>
<td>9</td>
<td>$2^{-18}$</td>
<td>$2^{-5992}$</td>
</tr>
<tr>
<td></td>
<td>$(67/16777216)$</td>
<td>$(67/16777216)$</td>
</tr>
<tr>
<td>10</td>
<td>$2^{-20}$</td>
<td>$2^{-5992}$</td>
</tr>
<tr>
<td></td>
<td>$(18/16777216)$</td>
<td>$(18/16777216)$</td>
</tr>
</tbody>
</table>
5. Related-Key Attack on RAKAPOSHI

In this section, we give a technique for exploiting the slide property of RAKAPOSHI in order to construct a related-key key recovery attack on RAKAPOSHI. To begin with, we explain a method for determining a part of the key bits by utilizing the 1-bit slide property. After that, we generalize it and propose a related-key attack on RAKAPOSHI based on the $n$-bit slide property. Moreover we improve it by using the partial slide property.

5.1 Related-Key Attacks Using an 1-bit Slide Pair

Define the related key $K'_{(1)}$ of this attack as

$$K'_{(1)} = \{k_0, k_1, \ldots, k_{127} \} = (k_1, k_2, \ldots, k_{127}, x_0)$$

where

$$x_0 = g(a_0, a_6, a_7, a_{11}, a_{16}, a_{28}, a_{36}, a_{46}, a_{55}, a_{60}),$$
$$= g(k_0, k_6, k_7, k_{11}, k_{16}, k_{28}, k_{36}, k_{46}, k_{55}, k_{60}).$$

Since $x_0$ includes only key bits and does not depend on the value of IV, a related key $K'$ is determined if $K$ is given. In the related-key setting, an attacker knows that a pair of $(K, K'_{(1)})$ holds this relation, though actual values of those are unknown.

This attack uses chosen IV pairs $(IV, IV'_{(1)})$ satisfying the following relation,

$$IV = \{iv_1, iv_2, \ldots, iv_{191}, y_{0}\}$$
$$= \{iv'_{0}, iv'_{1}, \ldots, iv'_{191}\} = IV'_{(1)},$$

where

$$y_{0} = f(b_0, b_{14}, b_{37}, b_{42}, b_{49}, b_{51}, b_{53}, b_{107}, b_{120}, b_{134},$$
$$b_{136}, b_{155}, b_{178}, b_{176}, a_{41}, a_{89}),$$
$$\oplus(v_{07}, a_{27}, a_{29}, b_{32}, b_{33}, b_{77}, b_{91}, b_{103}, b_{128})$$
$$= f(iv_{0}, iv_{14}, iv_{37}, iv_{42}, iv_{49}, iv_{51}, iv_{53}, iv_{107}, iv_{120}, iv_{134},$$
$$iv_{136}, iv_{155}, iv_{178}, iv_{176}, k_{41}, k_{89}),$$
$$\oplus(v_{07}, k_{127}, k_{123}, k_{23}, k_{37}, k_{77}, k_{91}, k_{103}, k_{128}).$$

In the chosen-IV setting, an attacker is able to choose the values of IV freely. Given IV, we can determined $IV'_{(1)}$ except $iv'_{0,1}$ ($= y_{0}$), because $y_{0}$ includes four key bits, $(k_{41}, k_{49}, k_{67}, k_{127})$, which are secret values even in the related-key setting.

If the value of $iv'_{0,1}$ is correctly guessed, $(K, IV)$ and $(K'_{(1)}, IV'_{(1)})$ satisfy the condition 1 regarding the 1-bit slide pair. Then, $(K'_{(1)}, IV'_{(1)})$ generates a 1-bit shifted keystream of $(K, IV)$ with a probability of $2^{-2}$. Since the probability that $iv'_{0,1}$ is correctly guessed is $2^{-1}$, we expect to obtain one a 1-bit sliding keystream pair after testing $2^{n} (IV, IV'_{(1)})$ pairs. Once such a $(IV, IV'_{(1)})$ pair is found, we can confirm that $iv'_{0,1} (= y_{0})$ is correctly guessed. Then, a 1-bit equation of $y_{0}$, which includes 4 key bits of $(k_{41}, k_{49}, k_{67}, k_{127})$, is obtained. Using four equations, $(k_{41}, k_{49}, k_{67}, k_{127})$ can be determined with the high probability.

The details of the attack procedure are given as follows:

(1) Choose one pair of $(IV, IV'_{(1)})$, where $iv'_{0,1}$ is guessed.

(2) Obtain two keystreams of $(K, IV)$ and $(K'_{(1)}, IV'_{(1)})$.

(3) If these keystreams are the 1-bit sliding pair, then store the 1-bit equation of $(k_{41}, k_{49}, k_{67}, k_{127})$ corresponding to $iv'_{0,1}$.

(4) Repeat steps 1-3 until 4 equations are obtained.

(5) Determine the key bits of $(k_{41}, k_{49}, k_{67}, k_{127})$ by using four equations.

(6) Obtain the other 124 bits of the key in the brute force manner.

One equation can be obtained with a probability of $2^{-1}$. Thus, it is expected to repeat steps 1-4 $2^{5} (= 4 \times 2^{5})$ times. The time complexity of the steps 1-4 is $2^{8} (= 2 \times 2^{5})$ initialization processes, and the number of required chosen IVs is $2^{6}$. In step 5, we search $(k_{41}, k_{49}, k_{67}, k_{127})$ by checking obtained 1-bit equations. Specifically, we guess the values of $(k_{41}, k_{49}, k_{67}, k_{127})$, and check whether these values satisfy all four equations. After testing $2^{6}$ patterns of $(k_{41}, k_{49}, k_{67}, k_{127})$, the one set that holds the equations expects to be found. Thus, the time complexity of the step 5 is estimated as $2^{2}$ estimations of the equations, which is obviously less than $2^{6}$ initialization processes. Therefore, the whole time complexity is estimated as $2^{124}(\approx 2^{4} + 2^{6} + 2^{12})$ initialization processes. This related-key attack recovers a key with a time complexity of $2^{124}$, $2^{6}$ chosen IVs and one related key.

5.2 Related-Key Attacks Using an $n$-bit Slide Pair

We extend the attack exploiting a 1-bit slide pair to an attack based on the $n$-bit slide property. The related key $K_{(n)}$ and the chosen IV pair are defined as,

$$K'_{(n)} = \{k_{0}, k_{1}, \ldots, k_{127}\} = (k_{0}, k_{41}, \ldots, k_{127}, x_{0}, \ldots, x_{n-1}),$$

$$IV = \{iv_{0}, iv_{41}, \ldots, iv_{191}, y_{0}, \ldots, y_{n-1}\}$$
$$= \{iv'_{0}, iv'_{1}, \ldots, iv'_{191}\} = IV'_{(n)},$$

assuming that the values of $n$ are less than 127. Table 3 shows involved key bits of each $y_{t}$ for $0 \leq t \leq 12$.

If the values of $(y_{0}, \ldots, y_{n-1})$ are correctly guessed with a prob-

<table>
<thead>
<tr>
<th>$y_{t}$</th>
<th>Included key bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_{0}$</td>
<td>41, 67, 89, 127</td>
</tr>
<tr>
<td>$y_{1}$</td>
<td>42, 68, 90, (0, 6, 7, 11, 16, 28, 36, 45, 55, 62)</td>
</tr>
<tr>
<td>$y_{2}$</td>
<td>43, 69, 91, (1, 7, 8, 12, 17, 29, 37, 46, 56, 63)</td>
</tr>
<tr>
<td>$y_{3}$</td>
<td>44, 70, 92, (2, 8, 9, 13, 18, 30, 38, 47, 57, 64)</td>
</tr>
<tr>
<td>$y_{4}$</td>
<td>45, 71, 93, (3, 9, 10, 14, 19, 31, 39, 48, 58, 65)</td>
</tr>
<tr>
<td>$y_{5}$</td>
<td>46, 72, 94, (4, 10, 11, 15, 20, 32, 40, 49, 59, 66)</td>
</tr>
<tr>
<td>$y_{6}$</td>
<td>47, 73, 95, 11, 12, 16, 21, 33, 41, 50, 59, 67)</td>
</tr>
<tr>
<td>$y_{7}$</td>
<td>48, 74, 96, (6, 12, 13, 17, 22, 34, 42, 51, 61, 68)</td>
</tr>
<tr>
<td>$y_{8}$</td>
<td>49, 75, 97, (7, 13, 14, 18, 23, 35, 43, 52, 62, 69)</td>
</tr>
<tr>
<td>$y_{9}$</td>
<td>50, 76, 98, (8, 14, 15, 19, 24, 36, 44, 53, 63, 70)</td>
</tr>
<tr>
<td>$y_{10}$</td>
<td>51, 77, 99, (9, 15, 16, 20, 25, 37, 45, 54, 64, 71)</td>
</tr>
<tr>
<td>$y_{11}$</td>
<td>52, 78, 100, (10, 16, 18, 21, 26, 38, 46, 55, 65, 72)</td>
</tr>
<tr>
<td>$y_{12}$</td>
<td>53, 79, 101, (11, 17, 19, 22, 27, 39, 47, 56, 66, 73)</td>
</tr>
</tbody>
</table>
ability of $2^{-n}$, $(K_{\text{tar}}, IV_{\text{tar}})$ generates an $n$-bit sliding keystream of $(K, IV)$ with a probability of $2^{-3n}$. Once we find such pairs, $n$ equations regarding each value of $[y_0, \ldots, y_{n-1}]$ are obtained. If $y_i$ includes $m$ bits of the key, $m$ independent equations of $y_i$ are needed for determining $m$ bits of the key.

As an example, let us consider the attack using a $4$-bit slide pair. $[y_0, \ldots, y_{13}]$ includes $4$, $13$, and $13$ key bits, respectively, and in total these involve independent $41$ key bits. If $13$ independent equations regarding each $y_i$ are obtained \(^{44}\), we can determine key bits included in each equation. It implies that this attack requires $13$ pairs of $(IV, IV_{\text{tar}})$ causing a $4$-bit sliding keystream. These pairs are obtained with a time complexity of $2^{17} (= 13 \times 2 \times 2^{14})$ and $2^{17} (= 13 \times 2 \times 2^{14})$ chosen IVs. Then, $41$ bits of the key can be determined with a time complexity of $2^{15} = 2^4 + 2^{13} + 2^{13} + 2^{13}$ by exhaustively checking obtained equations. Therefore, the whole time complexity is estimated as $2^{29} (= 2^{27} + 2^{15} + 2^{15})$ initialization processes. This related-key attack recovers the key with a time complexity of $2^{215}$ and $2^{217}$ chosen IVs.

Using $8$-bit slide pairs, each value of $[y_0, \ldots, y_{13}]$ includes $13$ bits of the key except $y_0$ and in total these involve $75$ independent key bits. $13$ pairs of $(IV, IV_{\text{tar}})$ causing a $8$-bit sliding keystream are obtained with a time complexity of $2^{29} (= 13 \times 2 \times 2^{18})$ and $2^{29} (= 13 \times 2 \times 2^{18})$ chosen IVs. Then, in total $75$ bits of the key are determined with a time complexity of $2^{215} = 2^4 + 2^{13} \times 7$ by exhaustively checking the obtained equations. Therefore, the whole time complexity is estimated as $2^{34} (= 2^{31} + 2^{15} + 2^{15})$ initialization processes. This related-key attack recovers the key with a time complexity of $2^{23}$ and $2^{23}$ chosen IVs.

Using $11$-bit slide pairs, each value of $[y_0, \ldots, y_{13}]$ includes $13$ bits of the key except $y_0$ and in total these involve independent $88$ key bits. $13$ pairs of $(IV, IV_{\text{tar}})$ causing a $11$-bit sliding keystream are obtained with a time complexity of $2^{29} (= 13 \times 2 \times 2^{11})$ and $2^{29} (= 13 \times 2 \times 2^{11})$ chosen IVs. Then, in total $88$ bits of the key are determined with a time complexity of $2^{215} (= 2^4 + 2^{13} \times 10)$ by exhaustively checking obtained equations. Therefore, the whole time complexity is estimated as $2^{34} (= 2^{31} + 2^{15} + 2^{15})$ initialization processes. This related-key attack recovers the key with a time complexity of $2^{31}$ and $2^{31}$ chosen IVs.

Using $13$-bit slide pairs, each value of $[y_0, \ldots, y_{13}]$ includes $13$ bits of the key except $y_0$ and in total these involve independent $96$ key bits. $13$ pairs of $(IV, IV_{\text{tar}})$ causing a $13$-bit partial sliding keystream are obtained with a time complexity of $2^{30} (= 13 \times 2 \times 2^{13})$ and $2^{30} (= 13 \times 2 \times 2^{13})$ chosen IVs. Then, in total $96$ bits of the key are determined with a time complexity of $2^{38} (= 2^4 + 2^{13} \times 12)$ by exhaustively checking the obtained equations. Therefore, the whole time complexity is estimated as $2^{33} (= 2^{32} + 2^{18} + 2^{30})$ initialization processes. This related-key attack recovers the key with a time complexity of $2^{33}$ and $2^{30}$ chosen IVs. The success probability is estimated as $(1 - 2^{-47})^{13} \approx 1$. This technique also allows to improve the attacks based on $1, 4, 8$ and $11$ bits slide pairs with respect to the data complexity. Table 4 shows the summary of our results. This result reveals that RAKAPOSHI is practically vulnerable to the related-key attack based on the slide property.

### 6. Speed-up Keysearch on RAKAPOSHI

In this section, we give a method for speeding up a keysearch in the single key setting.

In order to improve the naive brute force attack, we exploit partial slide pairs. In particular, we utilize the observation that if the condition 2 regarding $n$-bit partial slide pairs holds, we can check $n$ keys without recalculations of the initialization process.

Assume that an attacker aims to find $K_{\text{target}}$ in the brute-force style search, i.e., test all keys with the keystream of $(K_{\text{target}}, IV_{\text{target}})$. Let us consider that a candidate pair of $(K, IV)$ is set for the test. In the initialization process of $(K, IV)$, if $s^{230+i} = 0$ (condition 2) holds for $0 \leq i < n$, then $(K, IV)$ surely has $1, \ldots, n$ bits partial slide pairs such that $((K(0_1), IV(0_1)), \ldots, (K(0_n), IV(0_n))) = [(A_1, B_1), \ldots, (A_n, B_n)]$.

Then we can simultaneously verify $n$ keys with only an initialization call of $(K, IV)$ by using additional keystreams of $(K_{\text{target}}, IV_{\text{target}}), \ldots, (K_{\text{target}}, IV_{\text{target}}))$. Note that $n$ bits of $IV_{\text{target}}$, namely $y_0, \ldots, y_{n-1}$, are uncontrollable and cannot be fixed, while the other $(192 - n)$ bits of $IV_{\text{target}}$ are determined from $IV_{\text{target}}$. Thus, this attack requires a set of keystreams generated from $1 + 2^1 + 2^2 + \ldots + 2^8$ chosen IVs.

The detailed algorithm is as follows:

1. Set $K = 0$ and $IV = IV_{\text{target}}$
2. Perform the initialization process and generate keystream bits $(z_0, \ldots, z_{60})$.
3. For $t = 0$ to $[\text{smallest } 0 \leq n < 60 \text{ for which } s^{230+it} = 1]$, check $(z_t, \ldots, z_{60})$ matches the keystream of $(K_{\text{target}}, IV_{\text{target}})$.
   - if matching, output $K_{\text{target}} = A_t$
4. Update $K = A_t$, and Return to step 2 only if $K \neq 0$.

As estimated in Ref. [9], this algorithm will eventually reach $K = A_t$ again, because $K$ is updated in the invertible way. Then, it is expected that this code checks $2^{127}$ key values. The expected number of checked values of $K$ in the step 3 for each loop of steps 2-4 is $2(= 1 + 1 \cdot 1/4 + 2 \cdot 1/8 + \ldots)$. Thus, the complexity of this algorithm is estimated as $2^{126}$ initialization processes of the step.

### Related-key Attacks Using an $n$-bit Partial Slide Pair

This attack is further improved by using an $n$-bit partial slide pair in which $[z_0, \ldots, z_{60}]$ and $[z'_1, \ldots, z'_{60}]$ of the keystreams are identical. Using $13$ bit partial slide pairs, i.e., $47$ bits of $[z'_1, \ldots, z'_{60}]$ and $[z'_1, \ldots, z'_{60}]$ are identical, each value of $[y_0, \ldots, y_{12}]$ includes $13$ bits of the key except $y_0$ and in total these involve $96$ independent key bits. $13$ pairs of $(IV, IV_{\text{tar}})$ causing a $13$-bit partial sliding keystream are obtained with a time complexity of $2^{30} (= 13 \times 2 \times 2^{13})$ and $2^{30} (= 13 \times 2 \times 2^{13})$ chosen IVs. Then, in total $96$ bits of the key are determined with a time complexity of $2^{38} (= 2^4 + 2^{13} \times 12)$ by exhaustively checking the obtained equations. Therefore, the whole time complexity is estimated as $2^{33} (= 2^{32} + 2^{18} + 2^{30})$ initialization processes. This related-key attack recovers the key with a time complexity of $2^{33}$ and $2^{30}$ chosen IVs. The success probability is estimated as $(1 - 2^{-47})^{13} \approx 1$. This technique also allows to improve the attacks based on $1, 4, 8$ and $11$ bits slide pairs with respect to the data complexity.

Table 4 shows the summary of our results. This result reveals that RAKAPOSHI is practically vulnerable to the related-key attack based on the slide property.

#### Table 4 Summary of our related-key attacks.

<table>
<thead>
<tr>
<th>Used Slide pair</th>
<th>Time Complexity</th>
<th>Chosen IVs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 bit</td>
<td>$2^{23}$</td>
<td>$2^6$</td>
</tr>
<tr>
<td>4 bit</td>
<td>$2^{23}$</td>
<td>$2^6$</td>
</tr>
<tr>
<td>8 bit</td>
<td>$2^{23}$</td>
<td>$2^6$</td>
</tr>
<tr>
<td>11 bit</td>
<td>$2^{23}$</td>
<td>$2^6$</td>
</tr>
<tr>
<td>11 bit (partial)</td>
<td>$2^{23}$</td>
<td>$2^6$</td>
</tr>
<tr>
<td>4 bit (partial)</td>
<td>$2^{23}$</td>
<td>$2^6$</td>
</tr>
<tr>
<td>8 bit (partial)</td>
<td>$2^{23}$</td>
<td>$2^6$</td>
</tr>
<tr>
<td>11 bit (partial)</td>
<td>$2^{23}$</td>
<td>$2^6$</td>
</tr>
<tr>
<td>13 bit (partial)</td>
<td>$2^{23}$</td>
<td>$2^6$</td>
</tr>
</tbody>
</table>

\(^{44}\) For $y_0$, 4 independent equations are enough.
2. If we cannot find the target key, the algorithm can be repeated with different starting values which have a different cycle.

In order to estimate the actual cost of the attack, we consider the case where 1 - 10 bits partial slide pairs are used in this algorithm. Since the expected number of checked values of $K$ in the step 3 is $2^{2127}$ (≈ 1 + 1/4 + 2/1 + $8 \ldots + 10 - 1/1024$), the time complexity for searching 2127 key values is 2126. After that, to cover all the key space, we will check another cycle with a same complexity. The whole complexity is given as 2127 initialization processes. The number of the set of IV used for the attack is 211 (≈ 1 + 2 + 22 + ... + 210).

Therefore, we can speed up the keysearch by a factor of two.

In the Grain v1 attack [9], this type of attack seems applicable in the case where $IV$ are all 1. Unlike the attack on Grain v1, our attack on RAKAPOSHI can be done for any $IV$ while a set of chosen IVs are needed. This shows that RAKAPOSHI has a 127 bits security instead of 128 bits. However, this attack is a marginal improvement compared to the brute force attack. Thus, we do not claim this to be a real attack based on an algorithmic weakness.

7. Conclusion

This paper has investigated slide properties of RAKAPOSHI stream ciphers. First, we have shown that for RAKAPOSHI, any Key-IV pair has a corresponding slide Key-IV pair that generates an n-bit shifted keystream with a probability of 2−26. Then, we showed that this property is able to be converted into key recovery attacks on RAKAPOSHI. In the related-key setting, our attack based on the slide property can recover a 128-bit key with a time complexity of 223 and 220 chosen IVs. In addition, a method for speeding up the brute force attack by a factor of 2 can be constructed in the single key setting.

These results mainly exploit the self-similarity of the state update function of RAKAPOSHI. If the self-similarity is destroyed, this type of attack can be avoided. For example, inserting round constants or a counter value at each step is effective for preventing the attack presented in this paper.
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