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Computer worms randomly perform port scans to find vulnerable hosts to intrude over the Internet. Malicious software varies its port-scan strategy, e.g., some hosts intensively perform scans on a particular target and some hosts scan uniformly over IP address blocks. In this paper, we propose a new automated worm classification scheme from distributed observations. Our proposed scheme can detect some statistics of behavior with a simple decision tree consisting of some nodes to classify source addresses with optimal threshold values. The choice of thresholds is automated to minimize the entropy gain of the classification. Once a tree has been constructed, the classification can be done very quickly and accurately. In this paper, we analyze a set of source addresses observed by the distributed 30 sensors in ISDAS for a year in order to clarify a primary statistics of worms. Based on the statistical characteristics, we present the proposed classification and show the performance of the proposed scheme.

1. Introduction

There are several strategies for performing port scans. Some computer worms select random destination addresses uniformly distributed over the entire address space. Some types of worms intensively scan particular addresses, defined by "black lists". For instance, the W32.Sasser worm¹ spreads by scanning the randomly selected IP addresses for vulnerable systems. It performs scans of fully randomly determined destinations leaving the two highest octets unchanged with a probability of 0.25, and one octet unchanged with a probability of 0.23. Many of the major worms have been well engineered and the common algorithms for performing port scans and for choosing random destinations are known, e.g., Slammer², Witty³, and Code Red⁴. On the Internet, the mixture of these complicated behaviors is a major source of complexity, which prevents one from predicting the exact impact of worms and distributed attacks, although new malicious codes are spreading every day.

There have been several attempts to observe the traffic of worms and intruders. A honeypot is a semi-passive sensor that tries to pretend a vulnerable host in a faked communication with intruders or worms. It identifies not only worms from the interaction with worms, but also risks being detected as a honeypot⁵. On the other hand, a non-interaction sensor, is typically located at an unused IP address called a dark net, and can observe any packets in a passive manner, free from risk of detection by worms. Network Telescope⁶, Internet Storm Center⁷, DShield⁸ and ISDAS⁹ are examples of passive sensors. Note that as the passive sensor does not have any legitimate access, every packet sent to the sensor must be classified as malicious.

Given the traffic data of port scans, there are many studies toward fast and accurate detection of the spread of worms. Kumar uses the characteristics of the pseudo random number generation algorithm used in the witty worm to reconstruct the spread of infected hosts in Ref. 10). Ishiguro, et al. propose the Wavelet coefficients used as metric for anomaly detection in Ref. 11). Wang uses artificial neural networks for intrusion detection¹², Laskov, et al. propose an application of support vector machine to information security in Ref. 13).

There are some simpler but light-weight detection methods. Jung, et al. presented an algorithm to detect malicious packets called the Sequential Hypothesis Testing based on Threshold of Random Walk (TRW)¹⁴. Dunlop, et al. presented a simple statistical scheme called Simple Worm Detection Scheme (SWorD)¹⁵, where the number of connection attempts is tested with threshold values. These threshold based approaches allow us to detect the worms promptly before their damages gets significant. Thus, thresholds are widely deployed in many detection attempts. The thresholds, however, should be carefully chosen in terms of accu-
racy and performance. In the SWorD, source addresses of packets are examined in two-tired thresholds, determined via the linear regression, but the two tires are not proved as an optimal structure.

To address the issue of an optimal threshold, we introduce a machine learning technology, known as a *decision tree learning with continuous attribute*\(^\text{(16)}\), in which the nearly optimal thresholds are chosen to maximize the entropy gain of classification. We stress that the decision tree classifies worms with a simple threshold as well as SWorD, but performs multiple-tired testing, which can make the classification more accurate than the two-tired structure used in SWorD. On the other hand, the difficult part of decision tree is the selection of learning data that should be considered as a representative of all categories. Unfortunately, the traffic data observed by distributed sensors can be skewed by the huge number of port-scanning packets generated by particular worms, which makes random sampling impossible. In order to deal with the distortion of the observation, we propose a notion of *visit* that is defined as the number of distinct destination addresses that a source address sends. With visit, we can divide the set of source addresses into several subsets that are good for choosing the learning data for a decision tree. We also clarify a new useful property of visit that a number of addresses dropped into a subset characterized with it can be approximated by the *Zipf’s law*\(^\text{(17)}\), which is a well-known empirical property that can be seen commonly in our daily life.

**Our Contribution**

There are some main aspects to our contributions.

- We present a new category of worms in terms of the strategy of port scans: periodic, intensive, and random scans, which are based on the actual observation of the Internet from several distributed sensors.
- We propose a decision tree learning algorithm to determine the optimal structure consisting of an optimal threshold to quickly and accurately classify a large number of packets.
- We show a property of worms according to which the Zipf’s law holds for a number of source addresses and the number of distinct destination addresses for the source address. The property is useful for randomly sampling representative data out of noisy observations containing many hazard packets.
- Our experiment based on the ISDAS (Internet Scan Data Acquisition System\(^\text{9)\)} distributed observation data shows the performance of the proposed scheme and the ratio of worms for each category.

The rest of our paper is organized as follows. In Section 2, we give some fundamental definitions for worms and the passive sensors in the ISDAS. We also show typical behaviors of port scans in some worm binaries and define three classes of worms; random, periodic and intensive scans. Section 3 discusses the automated way to classify worms from distributed passive data and presents the experimental results of the classification and its accuracy.

## 2. Properties of Port Scans

### 2.1 Fundamental Definitions

We give fundamental definitions necessary to discuss the characteristics of worms.

**Definition 2.1** A *scanner* is a host which performs port scans on other hosts, looking for targets to be attacked. A *sensor* is a host that passively observe all packets sent from scanners.

Typically, a scanner is a host which has some vulnerability and therefore is controlled by malicious codes, worms and viruses. Some scanners may be human operated, but we do not distinguish between malicious codes and malicious operators. In contrast with the honeypot that requires many interactions with scanners, a sensor is a passive device with few interaction and thus can be distributed at low cost without a risk of being detected by scanners. The global IP addresses assigned to sensors should never be exposed to scanners. Both scanners and sensors are assigned always-on static IP addresses.

**Definition 2.2** Let \( S \) be a set of sensors, \( \{s_1, s_2, \ldots, s_m\} \), where \( m \) is the number of sensors. Let \( n \) be a number of scanners and \( n_0 \) be the total number of global active addresses. Let \( h \) be a number of *unique hosts* observed by a sensor within a duration of observation. We denote by \( \Delta h(x) \) the mean of unique hosts per day. Suppose that a source address (scanner) is observed \( C \) times from \( k \) distinct sensors within the duration of observation. We refer to \( k \) as a *visit* and to \( C \) as a *count*.
Table 1  Statistics of ISDAS distributed sensors.

<table>
<thead>
<tr>
<th>sensor</th>
<th>count $C$</th>
<th>unique $h(x)$</th>
<th>$\Delta h(x)/$day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>146000</td>
<td>37820</td>
<td>104.9</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>134900</td>
<td>29310</td>
<td>82.72</td>
</tr>
<tr>
<td>Max</td>
<td>$s_1$</td>
<td>450671</td>
<td>98840</td>
</tr>
<tr>
<td>Min</td>
<td>$s_{15}$</td>
<td>6475</td>
<td>1539</td>
</tr>
</tbody>
</table>

Table 1  Statistics of ISDAS distributed sensors.

Scanning a randomly chosen destination address increases the visits, while an intensive scan just increases a count. Note that a visit and a count are independent of each other.

**Definition 2.3** Let $\omega$ be the inter-arrival time of scans at the sensor. The mean of $\omega$ is given by $C/t$, where $t$ is the duration of the observation. We denote an inter-arrival time of the $j$-th sensor’s by $\omega_j$. Let $\omega_S$ be an inter-arrival time of the whole set of sensors $S$.

### 2.2 ISDAS Distributed Sensors

The Internet Scan Data Acquisition System (ISDAS) is a distributed sensor, under the operation of JPCERT/CC, and estimates the scale of a current malicious event and its performance.

Table 1 shows the statistics of $m = 30$ sensors from April 1, 2006, through March 31, 2007. The most frequently scanned sensor is $s_1$ with about 451,000 counts, which is 70 times that of the least frequently scanned sensor $s_{15}$. In this sense, the destination addresses to scan are not uniformly distributed. In this data set, a visit $k$ ranges from 1 to 30.

### 2.3 Black-box Analysis of Worms

There are several strategies to perform port scans. For vulnerable system, some worms randomly choose destination IP addresses from the entire address space, and some worms scan exhaustively every address in the local subnet in which the infected host exists. The former is called a random scan and the latter a local scan. The representative of local scans is the Blaster worm, which increments the destination of port scans one at a time. The random scans are widely applied by many major worms, e.g., Sasser, Witty, Netsky, and Slamer. Refer to Ref. 18) for more details on the behavior of worms.

We investigated the binary codes of some typical worms and observed the sequence of specified destination addresses. Figure 1 describes each of the four octets of destination addresses sent by W32.Sasser.Worm, a worm that attempts to exploit the vulnerability described in Microsoft Security Bulletin MS04-011.

To monitor the behavior of the worm, we used the virtual machine, VMWare Workstation, with the specification in Table 2. According to the Symantec Security Response, the Sasser worm generates completely random addresses 52% of the time, the last two octets of the infected hosts are replaced at random 25%
of the time, and the last three octets changed at random 23% of the time. We can observe the random behavior from Fig. 1.

As an instance of local scans, we show the behavior of W32.Blaster.Worm in Fig. 2. The worm connects on TCP port 135 and sends a large amount of data sufficient to overrun the buffer. The Security Response reported that the worm picked a random IP address and performed scanning, incrementing the last octet to scan the entire subnet. Our experiment demonstrates the incrementing of addresses, as depicted in the figure.

2.4 Scan Strategies

The strategy for determining the destination to scan varies for worms. The typical strategies are classified into three categories:

1. **Periodic scan**
   uses an algorithm to choose every destination exhaustively over the whole address space in Periodic rounds,

2. **Intensive scan**
   focuses on a particular (typically smaller) set of (probably vulnerable) ad-
(3) **Random scan**

is the most common way to find vulnerable hosts and the destination address is uniformly chosen.

For instance, we demonstrate the typical behavior for three strategies with a time diagram indicating sensor Identifiers (random order) to be scanned by a particular source address. **Figures 3, 4 and 5** show instances of (1) periodic, (2) intensive, and (3) random scans, respectively.

3. **Automated Classification of Scanners**

3.1 **Zipf Behavior of Scanners**

In order to roughly classify scanners, we partition a set of unique hosts into $m$ subsets specified by $k$. **Figure 6** shows a distribution of unique hosts $h(k)$ with respect to visit $k$ in a duration of one year. The vertical axis is logarithmic. The figure illustrates that 105 million scanners (source addresses), which correspond to about 86% of all scanners, are observed by just one sensor, i.e., $k = 1$. Followed by 0.12 million of $h(2)$, the smallest set with $k = 12$ contains 293 unique scanners. The scanners in $h(12)$ can be considered to perform an exhaustive scan over all the addresses.

Let us now consider a mathematical model of the behavior of scanners from a macroscopic point of view. We find the scanners’ behavior follows the well-known Zipf’s law. The Zipf’s law states that the most frequent words will occur approximately twice as often as the second frequent word in a natural language. It is an empirical law without any theoretical background but can be observed commonly in our daily life. More formally, the fraction of $k$-th ranked subset is linear to $1/k$, that is, a number of unique hosts with visit $k$ is approximated by

$$h(k) = \frac{h_0}{k^s}$$

where $s$ is a constant characterizing the distribution, which is 1 in the original Zipf’s law. Note that $k$ is not the rank of a subset but can be identical to the rank when we have a large enough set divided into a small number of subsets $k \leq 12$, i.e., no subset violates the rank and the visits.

By taking the log of both sides of the equation and minimizing the mean squared error according to the fitting algorithm, we identify the optimal constant $s = 3.5616$ for the initial (the whole unique hosts) $h_0$ is 1174433. The estimated value in the model looks a good approximation of the observed data in Fig. 6.

3.2 **Overview of the Proposed Scheme**

Classifying strategies from observed scans is, however, not so easy. First, there
are more than 300 million packets observed, which is too many to be analyzed one-by-one. Second, worm behaviors are not deterministic, i.e., destination addresses are often selected by probabilistic methods. Even though a single kind of worm has an uncertainty in its distribution of target addresses, we need to deal with several behaviors of many variants of worms. Third, the source address sent from the infected host may be spoofed. Our observation has potentially the same noise as the one caused by the faked addresses for disturbing our analysis.

To overcome these difficulties, we attempted the following analysis.

(1) A manual analysis with random sampling

To deal with the uncertainty of classification, we have a human examiner classify the source address while looking at the time series of destination addresses such as depicted in Figs. 3, 4 and 5. The logic for determining the target may vary considerably with the frequency of the random scans. For example, source addresses with \( k < 5 \) must not be random scans. To avoid the skew in sampling, we chose 20 source addresses for each of the 30 subsets that were partitioned by \( \text{visit}_k \). Taking 20 random samples from each of 30 subsets, we have a total of about 300 addresses. In the end, we have a data set classified into three classes, random, intensive and periodic, which will be used as a learning data.

(2) Machine learning for the sample log data

Before we present the machine learning technique for automated classification of malicious intrusions, we extract some features from each of the classes, using the statistics of frequency of scans, the number of sensors, the inter-arrival time of scans, etc, as described in Section 3.3. From among the many learning algorithms proposed so far, such as neural networks, clustering algorithms, and support vector machines, we chose the decision tree algorithm mentioned in Section 3.4. The reasons include (1) the availability of the numerical attribute, (2) a lightweight decision after training, and (3) the threshold based classification, which is good for grasping the distribution of the worms.

(3) Automated Classification for the entire data

We investigate the whole data set with the trained classifier, i.e., the decision tree. Once the tree is constructed, we can apply it to any given data set. This feature allows us to detect any change in the scanning target by classifying the monthly or weekly observations. We clarify the difference in the ratio of scanning classes in \( \text{visit}_k \).

3.3 Characteristics of the Infected Address

From a careful observation of the scans, we focus on the variance of the scan frequency, which plays a significant role in the classification of strategies. The periodic scans mostly run routinely and therefore the interval between scans tends to converge to a particular value; correspondingly, the frequencies of the scans are likely to be even and the variance gets smaller. On the other hand, the intensive scan could yield a greater variance of the scan counts.

Let us define some statistical parameters that are useful for classifying worms. The mean and the variance of the \textit{scan counts} are defined by:

\[
\mu(C_i) = \frac{1}{m} \sum_{i=1}^{m} C_i,
\]

\[
\sigma(C_i) = \frac{1}{m} \sum_{i=1}^{m} (C_i - \mu(C_i))^2
\]

where \( C_1, \ldots, C_m \) is the number of scans observed in \( m \) distributed sensors. In the same way, we define the mean \textit{inter-arrival time} of scans as:

\[
\mu(\bar{\omega}_i) = \frac{1}{m} \sum_{i=1}^{m} \mu(\omega_i),
\]

\[
\sigma(\bar{\omega}_i) = \frac{1}{m} \sum_{i=1}^{m} (\mu(\omega_i) - \mu(\bar{\omega}_i))^2
\]

where \( \mu(\omega_i) \) is the mean \textit{inter-arrival time of scans} observed at the \( i \)-th sensor. Additionally, we evaluate the overall frequency of scans by the \textit{integrated inter-arrival time} captured by the whole set of sensors \( S \) as follows,

\[
\mu(\bar{\omega}_S) = \frac{1}{mC_s} \sum_{j=1}^{mC_s} \omega_{S,j},
\]

\[
\sigma(\bar{\omega}_S) = \frac{1}{mC_s} \sum_{j=1}^{mC_s} (\omega_{S,j} - \mu(\bar{\omega}_S))^2,
\]
where $\omega_{S,j}$ is $j$-th inter-arrival time of all scans is $S$.

### 3.4 Decision Tree Learning Algorithm

To automate the classification process we propose a decision tree learning algorithm such as ID3 and C4.5. The ID3 is a decision tree algorithm that operates by greedily choosing the best attribute to classify the set of pages, resulting in a tree of words (attributes) with leaves (target class). The ID3 chooses the best attribute $t$ which maximizes the information gain $I(f; t)$ defined by

$$I(f; t) = H(f) - E[H(f|t)],$$

where $H(f)$ is the entropy of the class $f$, defined as $H(f) = -p_{true}\log p_{true} - p_{false}\log p_{false}$, and the probabilities $p_{yes} = |D_{true}|/m$ and $p_{false} = 1 - p_{true}$. The expected entropy is

$$E[H(f|t)] = \sum_{x=0.1} P(t=x)H(f|x).$$

A decision tree algorithm is appropriate for our purpose to classify scan-strategies with numerical (continuous) attributes (C4.5 allows dealing with numerical data). Moreover, the learning results are simple enough to grasp the distribution of scanners over several orthogonal characteristics. We will show the graphical analysis in the following sections.

### 3.5 Analysis Results

Table 3 shows the number of unique source addresses, the total number of scans, and the average number of scans per host. The average number of scans increases as $k$ increases, i.e., random scans take place more frequently. Let $A_k$ be a subset of unique source addresses such that the address is observed by $k$ distinct sensors. For example, the smallest subset, $A_{21}$, has 23 unique addresses chosen out of 4,079,162 addresses. Note that $h(k) = |A_k|$.

Table 4 shows the result of the manual classification of port scans for randomly sampling data. Table 5 shows the result of the automated classification made by the decision tree, illustrated in Fig. 7. The tree classifies addresses by the statistical values indicated at nodes. For instance, addresses $V_1$, $V_2$ and $V_3$ with statistical values shown in Table 6 are classified into three types correctly.

In comparing the two results, the random class is the most common type of

---

*It is equivalently referred as the mutual information of two random variables $f$ and $t$.**

---

**Table 4** Manual classification of scans in random sampling.

<table>
<thead>
<tr>
<th>$k$</th>
<th># of address</th>
<th># of scans</th>
<th>average [scan/host]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>858997</td>
<td>2649627</td>
<td>3.08</td>
</tr>
<tr>
<td>A2</td>
<td>71573</td>
<td>667945</td>
<td>9.33</td>
</tr>
<tr>
<td>A3</td>
<td>14068</td>
<td>143080</td>
<td>10.17</td>
</tr>
<tr>
<td>A4</td>
<td>5619</td>
<td>127607</td>
<td>22.71</td>
</tr>
<tr>
<td>A5</td>
<td>2735</td>
<td>71912</td>
<td>26.89</td>
</tr>
<tr>
<td>A6</td>
<td>1659</td>
<td>71912</td>
<td>43.35</td>
</tr>
<tr>
<td>A7</td>
<td>1023</td>
<td>48604</td>
<td>47.51</td>
</tr>
<tr>
<td>A8</td>
<td>669</td>
<td>29079</td>
<td>47.43</td>
</tr>
<tr>
<td>A9</td>
<td>474</td>
<td>19736</td>
<td>50.73</td>
</tr>
<tr>
<td>A10</td>
<td>339</td>
<td>17197</td>
<td>50.73</td>
</tr>
<tr>
<td>A11</td>
<td>263</td>
<td>12705</td>
<td>48.31</td>
</tr>
<tr>
<td>A12</td>
<td>183</td>
<td>6362</td>
<td>34.77</td>
</tr>
<tr>
<td>A13</td>
<td>172</td>
<td>9064</td>
<td>52.70</td>
</tr>
<tr>
<td>A14</td>
<td>138</td>
<td>12017</td>
<td>87.08</td>
</tr>
<tr>
<td>A15</td>
<td>116</td>
<td>11199</td>
<td>96.54</td>
</tr>
<tr>
<td>A16</td>
<td>105</td>
<td>24081</td>
<td>229.34</td>
</tr>
<tr>
<td>A17</td>
<td>98</td>
<td>14001</td>
<td>142.87</td>
</tr>
<tr>
<td>A18</td>
<td>80</td>
<td>10986</td>
<td>137.33</td>
</tr>
<tr>
<td>A19</td>
<td>77</td>
<td>10550</td>
<td>137.01</td>
</tr>
<tr>
<td>A20</td>
<td>63</td>
<td>7879</td>
<td>125.06</td>
</tr>
<tr>
<td>A21</td>
<td>54</td>
<td>5796</td>
<td>107.33</td>
</tr>
<tr>
<td>A22</td>
<td>52</td>
<td>9995</td>
<td>192.21</td>
</tr>
<tr>
<td>A23</td>
<td>42</td>
<td>15906</td>
<td>378.71</td>
</tr>
<tr>
<td>A24</td>
<td>31</td>
<td>22699</td>
<td>732.23</td>
</tr>
<tr>
<td>A25</td>
<td>26</td>
<td>17793</td>
<td>684.35</td>
</tr>
<tr>
<td>A26</td>
<td>16</td>
<td>18174</td>
<td>1135.88</td>
</tr>
<tr>
<td>A27</td>
<td>6</td>
<td>13786</td>
<td>2297.67</td>
</tr>
<tr>
<td>A28</td>
<td>2</td>
<td>456</td>
<td>228.00</td>
</tr>
<tr>
<td>A29</td>
<td>2</td>
<td>7383</td>
<td>3691.50</td>
</tr>
<tr>
<td>A30</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 5** Automated classification of scans for the whole data.

<table>
<thead>
<tr>
<th>$k$</th>
<th>Random</th>
<th>Periodic</th>
<th>Intensive</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>78.32%</td>
<td>16.41%</td>
<td>5.25%</td>
<td>100%</td>
</tr>
<tr>
<td>Ratio</td>
<td>0.85</td>
<td>0.17</td>
<td>0.01</td>
<td>1</td>
</tr>
</tbody>
</table>
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scans in both, while the fraction of the random class in the entire data is greater than that of the sampling data. The difference between the two classifications is not significant, taking into consideration the sampling size, i.e., 300 samples out of 100,000 addresses.

### 3.6 Effect of Visit

How much does a visit affect the scanning types?

In Fig. 8, we illustrate the ratio of three classes for every subset, $A_1, \ldots, A_{30}$. From the observation, the fraction of random scans decreases slightly as the visit $k$ increases, except for the last subset $A_{29}$, which is occupied by random scans. Note that the last subset $A_{30}$ has no element in our experimental data for some reason. The curve of the periodic scans has two peaks $k = 24$ and 25. The intensive class exhibits less common behavior for any $k$. We conclude that port scans consist of 80% random, 18% periodic, and 2% intensive classes.

The quantity of $k$ plays an important role in the decision tree of Fig. 7, where nodes represent statistical values and the edges indicate the threshold value to classify scans into two subsequent nodes. The leaves are final classified classes. For instance, an address with $\mu(\omega_S) = 6.0 > 5.8$ is classified as random (top left leaf), while the address $\mu(\omega_S) < 5.8, \mu(C_r) < 2.2$ and $\mu(\omega_S) > 1.2$ belongs to the random scan class. The tree has nodes of $k$ on both sides, which means that the classification logic may be changed depending on $k$. The behavior makes sense in the fact that the fraction of periodic scans gets larger, with $k$ more than 15 in Fig. 8.

### 3.7 Accuracy of Classification

Table 7 summarizes the accuracy of classification made by the decision tree. The accuracy of our proposed scheme is evaluated with a precision $P$ and a recall $R$, defined ordinarily as

---

**Table 6** Statistical value for typical scanning strategies.

<table>
<thead>
<tr>
<th>IP address</th>
<th>$\mu(C_r)$</th>
<th>$\sigma(C_r)$</th>
<th>$\sigma(\omega)$</th>
<th>type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>61.0.0.0</td>
<td>8.033</td>
<td>36.1</td>
<td>Intensive</td>
</tr>
<tr>
<td>$V_2$</td>
<td>125.0.0.0</td>
<td>9.3</td>
<td>2508.21</td>
<td>Periodic</td>
</tr>
<tr>
<td>$V_3$</td>
<td>121.0.0.0</td>
<td>5.1</td>
<td>365.49</td>
<td>Random</td>
</tr>
</tbody>
</table>

**Table 7** Accuracy of classification in decision tree.

<table>
<thead>
<tr>
<th>Classified as</th>
<th>Random</th>
<th>Periodic</th>
<th>Intensive</th>
<th>Total</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>168</td>
<td>68</td>
<td>3</td>
<td>239</td>
<td>70%</td>
</tr>
<tr>
<td>Periodic</td>
<td>59</td>
<td>19</td>
<td>0</td>
<td>78</td>
<td>78%</td>
</tr>
<tr>
<td>Intensive</td>
<td>24</td>
<td>2</td>
<td>2</td>
<td>28</td>
<td>28%</td>
</tr>
<tr>
<td>Total</td>
<td>251</td>
<td>89</td>
<td>5</td>
<td>345</td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>67%</td>
<td>21%</td>
<td>40%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
In the evaluation, we regard the manually determined classification as the true class, although it may contain some unstable and inconsistent decisions. The random classes are mostly correctly classified with a precision of 70% and a recall of 67%. However, 60% of intensive scans are wrongly classified into other classes. The misclassifications may happen especially in the smaller subset.

To investigate the reason for the misclassification, we have a sample of the demonstration about the distribution of $A_{24}$ as a scatter diagram in Fig. 9, where horizontal and vertical axes correspond to the classification attributes in the decision tree. For example, the $X$-axis indicates values of the root attribute, $\mu(C_*)$ and $Y$ gives the 2nd-highest attribute, $\sigma(\omega_*)$ in Fig. 7. In the diagram, we can see two subsets for the random (left) and intensive scans (right).

Figure 10 demonstrates a more complicated example of the sample data that are divided into three classes with threshold $k = 15$ and $\sigma(C_*) = 0.6$. The threshold values correspond to the two nodes from the right bottom of Fig. 7, where any scans with $k$ more than 15 are classified as Periodic, corresponding to the upper half of Fig. 10. The lower half is divided into Intensive (left) and Random (right) by the condition whether $\sigma(C_*)$ is greater than 0.6 or not. We see that the thresholds are so properly specified that most scans are classified correctly.

3.8 Performance of Classification

According to Ref. 15), SWorD detects 51% of the infected hosts within the first 10 seconds, and spends 30 seconds to detect 88% of all the infected hosts. Although SWorD focuses on identifying infected hosts from a worm outbreak rather than classifying scanners, the detection algorithm based on statistical testing is close to ours.

Both SWorD and ours use a combination of logical expressions to identify/classify cases based on the statistics of traffic, e.g., a unique destination counts, and an average inter-arrival time. The proposed decision tree allows to express a more complicated logic function than does SWorD, whose detection algorithm was carefully ran manually. For example, the decision tree in Fig. 7 contains 10 nodes to classify scanners, while Figs. 2 and 3 in Ref. 15) have 4 if-then rules. We summarize the comparison of these two logical expressions in Table 8.

A decision tree is a light-weight data structure that can be evaluated quickly. Based on an experiment with the tree in Fig. 7 in a platform (Xeon 2.3 GHz,
1 GB), the tree classifies 47,800 addresses per second. Although it is impossible to compare SWorD and ours with exactly the same environment and traffic flow, we estimate that the proposed tree is able to investigate 470 k addresses for 10 seconds while SWorD detects 51 infections. We believe the performance of classification is fast enough to classify the scanners.

4. Conclusions

Based on observations of distributed sensors, we have presented an automated classification of port scans into three classes, namely periodic, intensive, and random scans. Our main results are: (1) port scans are classified into three classes with distinct statistics, (2) a decision tree has good performance in classifying the worms with some precision from 28% to 70% and recall from 21% to 67%; (3) the number of distinct destination addresses for a source address, called visit k, determines how to perform port scans, that can be approximated by the simple equation $h(k) = h_0/k^{3.5616}$ according to the Zipf’s law, and (4) the most common scans are the random (80%), followed by the periodic (18%) and the intensive (2%).
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