


network shown in Figure 1, no transmission route from
S to D is detected by the former protocol. However a
route (S, My, My, M3, M7, D) is detected by using the
latter protocol.

3 DSR protocol

In most of on-demand routing protocols, flooding (3]
is used to detect a transmission route from a source
mobile computer S to a destination mobile computer
D. Flooding is based on a message diffusion protocol
in a wired network [6]. Most of wireless communica-
tion media on which wireless LAN protocols depend
is broadcast-based. A message broadcasted by a mo-
bile computer M is received by all mobile computers
within a transmission range of M. Suppose that a mo-
bile computer S broadcasts a message mes to all mobile
computers in a transmission range of S. If each mo-
bile computer M; which receives mes broadcasts mes
to all mobile computers in a transmission range of Af;,
all mobile computers with which S communicates by
multi-hop message transmission receive mes. In DSR,
in order to find a route from S to D, Rreq message
is transmitted by flooding. In addition, in order to
inform the detected route of S, Rrep message is also
transmitted by flooding in an environment with uni-
directional links.
1.A source mobile computer S broadcasts an Rreg
message where Rreq.seq — (S) and Rreq.dst — D
to all mobile computers M; within a transmission
range of S.
2.0n receipt of an Rreq message,
oIf M; has already received the same Rreg message,
M; discards the message.

eOtherwise, M; appends an address of M; to the
end of Rreq.seq and broadcasts the Rreq message
to all mobile computers in a transmission range of
M;.

3.By receiving an Rreq message, a destination mobile
computer D appends an address of D to the end of
Rgs_.p and detects a route Rg_.p since Rreq.dst =
D and Rreq.seq = Rs_.p. D broadcasts an Rrep
message containing Rs_.p to all mobile computers
in a transmission range of D.

4.0n receipt of an Rrep message,
oIf M; has already received the same Rrep message,

M; discards the message.

e Otherwise, AM; broadcasts the Rrep message to all

mobile computers in a transmission range of Af;.

By receiving an Rrep message, S gets a sequence of
addresses of mobile computers in Rs_.p out of the
Rrep message.

S transmits an application message by source rout-
ing in accordance with Rg_,p.

[Example] As shown in Figure 2, a source mobile com-
puter S broadcasts an Rreq message to My, Mg, My,
My and M3 within a transmission range of S. Then,
these mobile computers also broadcast an Rreq mes-
sage. Since a communication link is uni-directional, S
receives an Rreq message from Mg and does not receive
from M. By the successive broadcasts, i.e. flooding, a
destination mobile computer D receives an Rreq mes-
sage. Then, D gets a list (S, My, Ma, M3, M7, D) of
addresses of mobile computers, i.e. Rs_.p.

Figure 2: Flooding of Rreq in DSR.
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Figure 3: Flooding of Rrep in DSR.

Next, as shown in Figure 3, a destination mobile
computer D broadcasts an Rrep message to M7 and
Msg. Then, these mobile computers also broadcast an
Rrep message. By the successive broadcasts, i.e. flood-
ing, a source mobile computer S receives an Rrep mes-
sage containing Rs_.p = (S, My, M, M3, M, D). O

In an environment only with bi-directional links,
route cache works well in DSR. If a mobile computer
M; receives an Rreq message, M; achieves transmission
routes to all mobile computers included in Rreg.seq. In
addition, an application message carries a list of ad-
dresses of mobile computers in a transmission route,
a mobile computer on the route achieves routes to all
mobile computers on the route. However, in an en-
vironment with uni-directional links, even if a mobile
computer M; receives an Rreq message, no route in-
formation is achieved since a route from M; to M, is
not always available even though Mj is included in
Rreq.seq. Here, only a mobile computer M; on a de-
tected route achieves message transmission route to a
mobile computer M; on the route where Mj is after M;
in the sequence of addresses of the route. Therefore,
much less route information is stored in a route cache.

4 LBSR protocol

In an ad-hoc routing protocol using only bi-
directional communication links, by detection of
Rs_.p, Rp_s is achieved as a reverse route of Rs_.p.
However, for achieving higher probability of successful
transmission route detection between S and D, uni-
directional communication links are also used to trans-



mit messages. In DSR as discussed in the previous
section, Rs_.p and Rp_ g are detected independently.
In order to solve this problem, in LBSR, by combining
detection of Rs_.p and detection of Rp_.g, S detects
a looped route Rs_.p + Rp_.s containing both S and
D. This is realized by flooding a control message Lreq
and detecting a copy of the Lreg which is initiated by
S, forwarded by D and received by S. While search-
ing the looped route, S finds other looped routes which
contain not D but S. These routes are used to reduce
communication overhead caused by broadcast trans-
missions. If a mobile computer on an already detected
looped route receives an Lreg message, it does neither
broadcast nor discard but unicast the Lreq message to
a next mobile computer on the looped route. By us-
ing this method, the copy of Lreq message is surely
transmitted to a source mobile computer along the
looped route without broadcast transmission. In or-
der to achieve this unicast transmission, if a source
mobile computer receives an Lreq message, i.e. a new
looped route is detected, a confirmation message Lconf
is transmitted along the looped route. The Lconf car-
ries a sequence of addresses of mobile computers on
the looped route, the Lconf is source routed and each
mobile computer on the route gets an address of a next
hop mobile computer to transmit future receiving Lregq
messages to the source mobile computer.

O.Initially, req_flag; — false, stop_flag;, — false,
next; — null and hops; — oo in each mobile com-
puter M;.

1. A source mobile computer S broadcasts an Lreq mes-
sage where Lreq.seq +— (S) to all mobile computers
M; within a transmission range of S.

2.0n receipt of an Lreq message, a mobile computer
M; (# S) processes the message as follows:

oIf stop_flag; = true, M; discards the Lreg message.
oIf M; = D and req_flag; = true, M; discards the

Lreg message.

oIf req_flag; = false and stop_flag; = false,
reg_flag; «— true and M; broadcasts the Lreq mes-
sage to all mobile computers within a transmission
range of M; after appending an address of M; to
the end of Lregq.seq.

oIf req_flag; = true and stop_flag; = false,

—if next; = null, M; suspends the processing for
the Lreq message. On receipt of an Lconf mes-
sage, i.e., on storing an address into next;, M;
resumes the processing from the beginning of
step 2.

—otherwise, i.e., an address has been stored in
next;, M; appends an address of M; to the end
of Lreg.seq and transmits the Lreq message to
a mobile computer whose address is next;.

3.0n receipt of an Lreq message, a source mobile com-
puter S appends an address of S to the end of
Lreq.seq and processes the message as follows:
oIf detect_flag = false,
—if an address of a destination mobile computer
D is included in Lreg.seq, S sets detect_flag
as true and transmits an Lconf message where
Leonf.seq — Lreq.seq to a mobile computer
whose address is just after an address of S in
Lconf .seq.
—otherwise, S transmits an Lconf message where
Leonf.seq — Lreq.seq to a mobile computer

whose address is just after an address of S in
Lconf.seq.

eOtherwise, S transmits an Lstop message where
Lstop.seq «— Lregq.seq to a mobile computer whose

address is just after an address of S in Lconf.seq.
)

4.0n receipt of an Lconf message, a mobile computer
M; (# S) processes the message as follows:
oIf next; = null, M; stores an address which is just
after an address of M; in Lconf.seq and a number
of addresses after an address of M; in Lconf.seq
into next; and hops;, respectively, and transmits
the Lconf message to a mobile computer whose
address is just after an address of M; in Leonf.seq.
e Otherwise, i.e., an address has been stored in
next;,
—if hops; is larger than a number of addresses
after an address of M; in Lconf.seq, M; stores
an address which is just after an address of M;
in Lconf.seg and a number of addresses after an
address of M; in Lconf.seq into next; and hops;,
respectively, and transmits the Lconf message
to a mobile computer whose address is just after
an address of M; in Lconf.seq.
—otherwise, M; transmits the Lconf message to
a mobile computer whose address is just after
an address of M; in Lconf.seq.

5.0n receipt of an Lstop message, a mobile computer
M; (# S) sets stop_flag as true and transmits the
Lstop message to a mobile computer whose address
is just after an address of M; in Lstop.seq.

6.0n receipt of an Lstop message, S only discards it.

Figure 4: Flooding of Lreq in LBSR.

[Example] In Figure 4, an Lreq message is trans-
mitted by using flooding. The message transmission
is almost same as that for Rreq in DSR in Figure
2 except that D also transmits an Lreq message
in LBSR. By the transmission of an Lreq message,
some looped routes are detected as shown in Fig-
ure 5. Since a looped route (S,Ms,S) has been
detected, when Mg detects a part of looped route
(S, My, My, M3, My, M5, Mg) by receiving an Lreg
message from Ms, Mg does not broadcast but unicasts
the Lreq message to S. Thus, S detects an addi-
tional looped route (S, M;, Mo, M3, My, Mg, Ms, S).
Other looped routes (S, Mg, M5, M, S) and
(S, My, M2, M3, My, Ms, M5, Mg, S) are detected
by the same way. In addition, when Mj5 receives
an Lreq message from My, it does not broadcast



Figure 5: Unicasting of Leonf in LBSR.

but unicasts the Lreq to Mg. Mg also unicasts
the Lreg to S. Finally, S detects a looped route
(S, My, My, M3, M7, D, Mg, Mg, Ms, Mg, S) containing
both § and D. O

In LBSR, much more route information is stored
into a route cache. A source mobile computer achieves
message transmission routes to all mobile computers
included in a detected looped route. In Figure 5,
S gets routes to My, My, My, My, M, Mg, My, Mg, My
and D. By transmission of an Leonf message con-
taining a list of addresses of mobile computers in
a detected looped route, each mobile computer gets
routes to all mobile computers in the list. For
example in Figure 5, My is included in a looped
route (S, My, My, M3, My, My, Mg, S). Hence, M, gets
routes to S, My, Ma, My, M5 and Mg by receipt of an
Leonf message.

5 Ewvaluation

This section discusses performance evaluation of
LBSR comparing with DSR.

For detection of a transmission route from S to D
in DSR, two independent floodings are required. In a
single flooding, messages are transmitted through all
the communication links. Therefore, the number of
required messages is the same as the number of links
|£|. Hence, the total number of messages is 2|£|. On
the other hand in LBSR, a single flooding and multi-
ple unicast messages for transmitting Leconf messages
are required. Let [; be a number of mobile computers
included in the ith detected looped route. Thus, the
total number of messages in LBSR is |£] + ) 1.

Figures 6 and 7 shows a simulation results for eval-
uation of number of control messages. Here, a simula-
tion area is 500m x 500m and a distribution of diame-
ters of a wireless transmission range is uniform between
20m and 200m. As show in Figure 6, the number of
broadcast messages in LBSR is half of that in DSR.
Figure 7 shows total numbers of messages. In LBSR,
many unicast messages, i.e. Leonf messages, are trans-
mitted. Especially, through a wireless communication
link near S, an Leonf message is transmitted each time
a looped route containing the link is detected. As men-
tioned in section 6, the total number of messages in
LBSR is reduced by modifying the protocol.

Figure 8, 9 and 10 shows average numbers of cache

entries in a mobile computer. Here, simulation as-
sumptions are some as in Figures 6 and 7. Figure 8
shows average number of route cache entries in each
mobile computer. In DSR as discussed in section 3,
very few route cache entries are stored in an environ-
ment with uni-directional links. An average number
of cache entries is 0.17 with 50 mobile computers. On
the other hand in LBSR, much more cache entries are
stored than that in DSR as mentioned in section 4 due
to transmission of an Leonf message with an address
sequence for a looped route. An average number of
cache entries is 5.20 which is 31 times more than in
DSR. The more a hop count between a source mobile
computer and a destination one is, the more cache en-
tries are stored in LBSR as shown in Figure 7. However
in DSR, a number of cache entries is small and is not
depend on a hop count between a source mobile com-
puter and a destination one. Finally, Figure 8 shows re-
lationship between ratio of uni-directional links and an
average number of cache entries. As increasing the ra-
tio of uni-directional links, an average number of cache
entries is reduced since less looped routes are detected.
However, even though 50% of communication links are
uni-directional, 35 times more cache entries are stored
in LBSR than in DSR. It is clear that much more route
information is stored into a route cache in LBSR than
DSR.
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Figure 6: Number of Broadcast Messages.
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6 Concluding Remarks

This paper has proposed a novel ad-hoc routing pro-
tocol LBSR in which looped routes are detected to get
a route from a source mobile computer to a destination
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Figure 8: Number of Cache Entries in Each Mobile
Computer(1).
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Figure 9: Number of Cache Entries in Each Mobile
Computer(2).

one and to reduce communication overhead caused
by broadcast message transmission. Here, a single
flooding and multiple unicast message transmissions
are used instead that two floodings are used in DSR. In
addition, more route cache entries are stored in LBSR
than in DSR through a simulation result. In order to
reduce the number of messages in LBSR, detection
of redundant looped routes should be avoided. For
example in Figure 5, LBSR detects not only a looped
route {S, My, Ma, My, My, Ms, Mg, S) but also looped

routes (S, My, Mo, My, My, M3, My, Ms, Mg, S),
S, 1‘[1 3 ﬂ[g, ﬂf;g, 1’\[2, Afg, ﬂ.lr.h ﬂ[;’,, J\Iﬁ, S and
S, My, My, My, My, M3, My, M5, Mg, S) which are

redundant for the purpose of route detection. In
addition, some control messages are piggied back
to another control message. For example in Figure
4, if an Lreq message from Mg is received before
receipt of an Leonf message from My in M;, the Lreg
is piggied back to the Lconf. Finally, if S detects
a useless looped route, an Lconf message is not
required to be transmitted. Fore example in Figure
5, even if S receives an Lreq message and detects
a lOOpCd route (S, .’1[1 7 i\fg, ﬂfg, .'“I.;, 1'1!5, A[Lr,. J‘I.[(h S
after detection of (S, My, Ms, My, My, My, Mg, S
and (S, Mg, Mys, Mg, S), S does not send an Lconf
message since all the mobile computers on a newly
detected looped route are included in some already
detected looped route. In this case, these mobile
computer have next hop mobile computers to unicast
future receiving an Lreq message and there is no use
to transmit an Leonf message along the looped route.
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Figure 10: Number of Cache Entries in Each Mobile
Computer(3).

By omitting detection of redundant looped routes
and piggy back of control messages, communication
overhead caused by unicast message transmissions
in LBSR is reduced. In our future work, a modified
protocol is designed and the performance is evaluated.
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