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Training of Semantic Class Disambiguation Classifiers
which are Applicable to All Words

Patanan Ariyakornwijit1,a) Kiyoaki Shirai1,b)

Abstract: This paper proposed a method to disambiguate semantic classes of a given word. Unlike previous ap-
proaches of supervised learning for Word Sense Disambiguation (WSD), our approach (1) uses a set of semantic
classes (coarse grained word senses) that are common for all words as the sense inventory, (2) trains only a few classi-
fiers which can be applicable to all words. Binary classifiers for semantic class disambiguation are trained by Support
Vector classification with the conventional WSD features. Two kinds of the training data are considered and compared:
one is monosemous words in a raw text, the other is polysemous words in a sense tagged corpus. Experimental re-
sults showed that the latter was appropriate for semantic class disambiguation. Our proposed method achieved 43.8%
accuracy (the ratio of instances where chosen semantic classes are exactly agreed with the gold standard) and 43.6%
average F-measures of binary classifiers, which are much improved than the baseline.
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1. Introduction

Word Sense Disambiguation (WSD) is the task to find the right
meaning of a word in a given sentence. WSD is one of the impor-
tant tasks in natural language processing such as machine transla-
tion, language understanding and information retrieval. In order
to solve WSD problem, many algorithms are proposed. The su-
pervised learning methods showed better performance than oth-
ers. But it still suffers from a serious problem that it is rather dif-
ficult to prepare a large amount of training data. It is also known
as ‘knowledge acquisition bottleneck’.
In the previous work on supervised learning, WSD classifiers

are trained for individual target words, since the sense inventories
are different for target words. Therefore, it is necessary to train a
bulk of classifiers in order to disambiguate senses of all words in a
text. Obviously, it is difficult to prepare a sense tagged sentences
for all kinds of words.
This paper proposes a method to train WSD classifiers which

can be applicable to all words. In our approach, a set of seman-
tic classes is used as the common sense inventory for all words.
Here the semantic class means a coarse grained sense or rather
abstract concept, such as ‘artifact’, ‘event’, ‘group’, ‘person’ and
so on. Our motivation to use semantic classes as an universal set
of senses is that trained classifiers could disambiguate senses of
all words, especially low frequent words. It would be alleviate
data sparseness problem or knowledge acquisition bottleneck.
Although semantic class disambiguation or the coarse grained

WSD is not sufficient for some NLP applications, but it is still ef-
fective in several applications such as information retrieval (IR).
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For example, it would be useful if a search system could distin-
guish a meaning of ‘apple’ among three senses: a fruit, tree or
company. As described in Section 3.1, the top concepts in Word-
Net are used as semantic classes in this research. Three senses
of ‘apple’ correspond to a semantic class of ‘fruit’, ‘plant’ and
‘group’ in WordNet, respectively. In this way, not fine but coarse
grained sense disambiguation would contribute to gain the per-
formance of IR systems.
The rests of the paper are organized as follows. Section 2 dis-

cusses related work about coarse grained WSD. The proposed
method is described in Section 3, which includes the definition
of semantic classes, the system architecture, the features used for
training classifiers and how to prepare the training data. We show
results of several experiments to evaluate our method in Section
4. We finally conclude the paper and discuss future work in Sec-
tion 5.

2. Related Work

Levin proposed classification of English verbs[1]. She classi-
fied over 3,000 English verbs with the assumption that a verb’s
meaning influences its syntactic behavior. She first describes that
verbs can express their arguments in alternate ways. Then, she
presents the classes of verbs that share a kernel of meaning and
discover in detail of the behavior for each class. Finally, she
draws classes and their alternations, which become the verb in-
ventory. At that time, the verb inventory of Levin has one draw-
back; her classification of verbs are based on syntactic properties
unlike those in WordNet[2].
A method for mapping WordNet entries into Levin classes is

proposed by Korhonen[3]. Words in WordNet are arranged in
hierarchical, and each node contains a set of synonym called
synset. 1,616 synsets were automatically mapped to one of 32
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Levin classes, where the accuracy was 81%.
It is an open question how to define a set of common semantic

classes for all words. It may depend on the applications requiring
semantic class disambiguation. In this paper, WordNet is used for
semantic class definition, however, any sets of semantic classes,
including above verb classes, could be applicable for our method.
WSD with a coarse grained sense inventory has also been stud-

ied. Izquierdo et al. used Base Level Concepts (BLC) fromWord-
Net in order to perform the class-based Word Sense Disambigua-
tion[4]. He conducted the experiments under two different sets
of BLC: all types of relations encoded in WordNet, and only the
hyponymy relations. A naive most frequent classifier is able to
perform a semantic tagging with accuracy figures over 75%.
Kohomban and Lee proposed a technique based on the simi-

larity of word senses, which are coarser and more general con-
cepts[5]. The general classes are mapped to fine grained senses
with simple heuristics. Their proposed method trained a classifier
for a word by using memory-based learner with 4 effective fea-
tures: Local Context, Part-of-Speech, Collocation and Syntactic
Relation. They reported that the accuracy was over 77%.
Semantic class disambiguation is not only well known in En-

glish but also another languages. Izquierdo et al. presented an
approach of semantic disambiguation based on machine learning
and semantic classes for Spanish[6]. They used semantic classes
in order to collect a large number of examples for each class while
the degree of polysemy is also reduced. Cast3LB, manually an-
notated corpus with Spanish WordNet senses, has been applied
to Support Vector Machine with linear kernel in order to perform
semantic disambiguation. The accuracy of disambiguation for
nouns and verbs was 76.2%.
Resnik proposed an unsupervised WSD method based on se-

lectional preferences [7]. Statistical model of selectinal restric-
tion, which is an association score between a predicate and a
conceptual class of a noun, is obtained from a corpus without
sense tags and used for disambiguation of nouns. Although he
evaluated his method for disambiguation of fine grained WordNet
senses, his method could be used for coarse grained WSD using
association scores for conceptual classes (i.e. coarse senses).
Past researches on coarse sense disambiguation tried to train

classifiers for individual words. On the contrary, we aim to im-
plement the universal model by training semantic class disam-
biguation classifiers that could be applicable to all words. We
will further discuss the differences between previous work and
our method in Subsection 3.2.

3. Proposed Method

3.1 Semantic Class
WordNet, broadly cited as a sense repository, offers hierarchi-

cal structure of senses (meaning). WordNet compiles 117,000
synsets, which are organized into forty-five lexicographer files
based on syntactic category and logical groupings. Semantic
classes in this research are defined as this coarsest level of the
senses in WordNet. There are 45 semantic classes: 26 of a noun,
15 of a verb, 3 of an adjective, and 1 of an adverb. For our
research, only 18 noun semantic classes and 14 verb semantic
classes are used, since other semantic classes do not frequently

appear in the test corpus used in the experiment in Section 4.
TableA·2 in Appendix shows the list of semantic classes.

3.2 Architecture
As shown in Figure 1, in the most of previous work, WSD clas-

sifiers should be trained for individual target word wi, since the
sense inventories {. . . , S i j, . . .} are different. On the other hand,
in our approach, we develop one system which can disambiguate
all words in a text as shown in Figure 2. Note that our system
choose semantic classes SCi that are common for all words.

Fig. 1 Previous Approach

Fig. 2 Our Approach

Our system choose semantic classes for a given target word as
follows. Fig. 3 also illustrates our procedure.
i. Part-of-speech (POS) of the target word is identified by POS

tagger. Only nouns and verbs could be disambiguated.
ii. By looking up WordNet, all possible candidates of seman-

tic classes {· · · , SCk, · · ·}, which is a subset of all noun or verb
semantic classes, for the target word are retrieved.
iii. Each binary classifier CLi judge if the target word has SCi

or not. The classifiers for individual semantic classes are trained
in advance. For classification, features used for CLi are extracted
from a context of the target word.
iv. Finally the system outputs all SCi where CLi judges ‘yes’

as chosen semantic classes for the target word.

3.3 Classifiers
In general, a classifier is a model that has ability to identify

which category an instance belongs to. For this research, the clas-
sifier (CLi) has ability to judge whether the target word contains
the semantic class SCi or not. In this section, we present the
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Fig. 3 Architecture of Our System

learning algorithm and the features that we use to implement the
classifier.
3.3.1 Learning Algorithm
In this research, Support Vector Machines (SVM) is used as

the classification algorithm. SVM is a kind of supervised learn-
ing, which can analyze data and recognize patterns. SVM is a
binary classifier trained from a collection of positive and nega-
tive data. SVM works as follows. First, training data consisting
of positive and negative samples is prepared. Then, the model is
built by using SVM training algorithm. The model will separate
two kind of samples with the clear gap. A new the test data will
be consulted with the model and judged as positive or negative.
In this paper, we use Liblinear [8] as a supervised learning al-

gorithm. We, first, tried to use Libsvm[9], but it is not a good
option for evaluating a large number of instances and features.
Thus we changed the learning algorithm from Libsvm to Lib-
linear. Without using kernels, Liblinear can quickly train a much
larger set via a linear classifier. We use the L2-regularized L2-loss
support vector classification with the default setting of Liblinear.
3.3.2 Features
The feature set was fairly simple; we borrow conventional fea-

tures which have been successfully used in WSD. We used the
features from Kohomban and Lee’s method [5] with some modi-
fications.
3.3.2.1 Local Context
Local context is a feature reptrsented by words around the tar-

get word. Local context features are extracted from a context
with a window size n, that is, n words left and right from the tar-
get word. In the preliminary experiment, we changed the window
size n as {3, 5, 10, 20} and found that n = 3 was the best.
In our method, the punctuation marks and function words were

removed. All words were converted into lower case. When the
window did not exceed the boundaries of a document, i.e. there
were not enough words to either side of the word within the win-
dow, those remaining positions are ignored.
3.3.2.2 Part-of-Speech
This feature consists of parts of speech of 2-gram, 3-gram and

4-gram including the target word itself. To obtain POS features,
the sentences are analyzed by POS tagger [10]. When there were
not enough words to either side of the target word, the value
“null” was used to fill the vacancies.

3.3.2.3 Collocation
A collocation feature is the connection between the words un-

der consideration (target word) and surrounding words, and it is
used widely to solve WSD task. Collocation has ability to de-
termine the sense of the ambiguous word it contains. Aditi ex-
plained the effectiveness of collocation by showing the example
of “pound”; when it appears in “pound of [something]”, its sense
can be regarded as ‘unit of measure’ [11].
In this paper, we consider 3 types of collocation, 2-gram, 3-

gram and 4-gram including the target word itself. In our ap-
proach, the classifiers are applied to all words, i.e. they accept
many kinds of words as the target word. Therefore, the target
word is replaced by wild card symbol ‘*’. Similar to Part of
Speech feature, if there is not enough word on either side of a
context, we replace vacancies with “null”.
3.3.2.4 Syntactic Relation
Syntactic Relation feature represents more direct grammatical

relationships, such as subject-verb or noun-adjective, between the
target word and its surrounding word. We use the Stanford parser
in order to extract the features[12]. Stanford parser provides two
kinds of dependencies: typed dependencies and collapsed typed
dependencies. The typed dependencies are a collection of direct
dependencies between words in a sentence, where each word in
the sentence (except the head of the sentence) is the dependent
of one other word. While collapsed typed dependencies are ob-
tained by collapsing a pair of typed dependencies into a single
typed dependency, which is then labeled with a name based on
the word between two dependencies.
We will use the collapsed typed dependencies of Stanford

parser as the syntactic relation features. The word indices in the
output of the parser are removed and the target word is replaced
with ‘*’. In our model, not only dependencies associated with
the target word but all dependences in the sentence are used as
features.

3.4 Training Data
For our method, we use two kinds of training data: a collec-

tion of monosemous words without sense tagging and polyse-
mous words with sense tagging.
Monosemous words
First, we use monosemous words, which have only one seman-

tic class in WordNet, as the training data. For training the clas-
sifier of a semantic class SCi, all words which has only one se-
mantic class SCi are used as positive samples, while words which
have one semantic class other than SCi are negative samples. A
raw text can be used for the training data, since no manual anno-
tation is required.
We propose another method to construct the training data con-

sidering balance of the number of positive and negative data. In
this method, all monosemous words that has a SCi are used as
positive samples. On the other hand, for the negative samples,
monosemous words that has a semantic class other than SCi are
randomly chosen so that the ratio of the number of positive and
negative samples would be 1:1.
Polysemous words
The second data set that we use as a training data consists of
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polysemous words (or ambiguous words). It is supposed that
the correct semantic classes of polysemous words are annotated.
Similar to monosemous words, positive and negative samples for
training the classifier CLi are prepared according to the annotated
semantic classes of polysemous words.
There are both advantages and disadvantages of using either

monosemous words or polysemous words as the training data.
For monosemous words, it is easy to prepare a large number of
training data because positive and negative samples are obtained
from a raw text. However, it is still uncertain that unambigu-
ous words are really useful for classification of ambiguous words.
Furhtermore, words in the training and test data are totally differ-
ent. Such gaps may cause negative impacts on semantic class
disambiguation. On the other hand, polysemous words are real
examples of ambiguous words. It would be expected that pol-
ysemous words are more appropriate as the training data than
monosemous words. However, it is rather difficult to construct
a large scale data since sense or semantic class annotation is re-
quired.

4. Evaluation

In this section, we evaluate our proposed method. First the
corpora used for the experiments are introduced. Then we ex-
plain evaluation criteria. Finally, we report and discuss results of
the experiments.

4.1 Data
Two experiments were conducted to evaluate our proposed

method: one is ‘monosemous words task’ where the set of
monosemous words are used as the training data, the other is ‘pol-
ysemous words task’ where the polysemous words are used. For
monosemous words task, the training data of Senseval-3 English
lexical sample task is used as a test data, and both Senseval-3
corpus and the Daily Yomiuri newspaper articles [14], which is a
raw text, are used as the training data. Note that only polysemous
and monosemous words in Senseval-3 corpus are used for test
and training data, respectively. Thus the test and training data are
mutually exclusive although Senseval-3 corpus is used for both
data. For polysemous words task, Senseval-3 corpus is used as
the test and training data by 5-fold cross validation.
For both tasks, the gold standard semantic classes are obtained

by mapping gold sense tags in Senseval-3 corpus to semantic
classes. In general, one target word may have one or more se-
mantic classes as gold standard.
Table 1 shows number of target words (types), number of target

instances (tokens) and average number of semantic classes per a
target word in Senseval-3 data.

Table 1 Statistics of Senseval-3 Corpus

Words Instances Semantic Classes
Nouns 20 3,593 3.90
Verbs 28 3,953 4.18

Table 2 reveals the average number of positive and negative
samples per a semantic class in Senseval-3 and Yomiuri Shimbun
corpus in monosemous words task. Note that the amount of the
training data in monosemous words task is much greater than in

polysemous.

Table 2 Training Data in Monosemous Words Task

Senseval-3 Yomiuri
positive negative positive negative

Nouns 163 4,080 2,370 59,100
Verbs 67 4,460 235 3,290

4.2 Criteria
The proposed methods are evaluated in terms of six kinds of

criteria. They are separated into two groups: Instance Based
Evaluation and Judgment Based Evaluation. Instance Based
Evaluation is capable of evaluating the outputs for target instances
or test sentences, while the Judgment Based Evaluation is able to
evaluate the judgment of each clasifiers of a semantic class.
4.2.1 Instance Based Evaluation
Instance Based Evaluation, Accuracy (Exact Match) and Ac-

curacy (Partial Match), is a measurement of the accuracy of se-
mantic classes chosen for the target instances. Before describing
definitions of these two criteria, we would like to briefly explain
parameters that will be used for calculating the accuracies.
Exact Match (EM): the judgment is EM when the semantic

classes chosen by the system is completely the same as the gold
semantic class.
Partial Match (PM): the judgment is PM when the semantic

class chosen by the system are not exactly same as gold, but at
least one semantic class is correct.
Not Match (NM): the judgment is NM when the semantic

classes chosen by the system DO NOT contain any gold semantic
classes.
Table A·1 in Appendix shows examples of judgment of EM,

PM and NM.
1. Accuracy (Exact Match):
It evaluates how the chosen semantic classes for an instance

are completely correct. It defined as Eq. (1). N(·) stands for the
number of instances judged as EM, PM or NM.

Acc(Exact Match) =
N(EM)

N(EM) + N(PM) + N(NM)
(1)

2. Accuracy (Partial Match):
It loosely evaluates the correctness of chosen semantic classes,

defiend as Eq. (2).

Acc(Partial Match) =
N(EM) + N(PM)

N(EM) + N(PM) + N(NM)
(2)

4.2.2 Judgment Based Evaluation
We also evaluate the performance of individual classifiers CLi.

Judgment Based Evaluation contains 4 types of measurements:
Agreement Ratio, Precision, Recall and F-measure. Agreement
Ratio is the ratio of the cases where the system’s judgment (yes or
no) and the gold standard are agreed. In the next subsection, the
averages of all classifiers for 32 semantic classes will be shown.

4.3 Results
The performance of the proposed method is compared with

Baseline. Baseline is the system which always choose the most
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frequent semantic class. Frequencies of semantic classes are ob-
tained from either monosemous or polysemous words in training
data.
4.3.1 Monosemous Words Task
As explained in Subsection 3.4, two kinds of training data are

used. ‘All:All’ stands for the training data consisting of all pos-
itive and negative samples in the corpus, while ‘Random 1:1’
stands for the data with the equal number of positive and nega-
tive samples where negative samples are randomly chosen.
All:All
Table 3 and Table 4 show the results of Instance Based Evalu-

ation and Judgment Based Evaluation on this experiment.

Table 3 Instance Based Evaluation of All : All
Noun Verb All

System
Exact Match 3.1% 2.7% 2.9%
Partial Match 3.9% 2.9% 3.4%

Baseline
Exact Match 24.2% 26.7% 25.4%
Partial Match 30.0% 30.6% 30.3%

Table 4 Judgment Based Evaluation of All : All

Noun Verb All

System

Agreement Ratio 74.8% 74.1% 74.4%
Precision 32.2% 24.2% 29.3%
Recall 2.2% 2.3% 2.2%
F-measure 3.6% 3.7% 3.6%

Baseline

Agreement Ratio 66.6% 65.8% 66.2%
Precision 8.7% 14.1% 11.1%
Recall 19.2% 21.4% 20.2%
F-measure 9.5% 13.6% 11.3%

As shown in Table 3, both measurements of Instance Based
Evaluation are about 10 times lower than the Baseline. For the
results of Judgment Based Evaluation in Table 4, only Agreement
Ratio and Precision are higher than the Baseline.
According to our error analysis, almost all of the judgments by

the classifiers are negative. We analyzed the number of positive
and negative samples in the training data. The smallest ratio of
number of positive to number of negative sample is 1:4, while
the largest ratio is 1:1564. Such unbalance data might lead to the
bias to negative judgment and misclassification of the system.

Random 1:1
Table 5 and Table 6 show the results of the Instance Based

Evaluation and Judgment Based Evaluation on Random 1:1 ex-
periment. Results of Judgement Based Evaluation of 32 classi-
fiers for individual semantic classes are shown in Table A·3 in
Appendix.
The closer quantity of negative samples and positive sample

by using random selection method leads the scores higher than
the Baseline in all evaluation criteria except for Agreement Ra-
tio. The system achieved better performance for nouns than verbs
in terms of all criteria.
Comparing to All:All, the performance of Random 1:1 shows

great improvement. For instance, Accuracy (Exact Match) in
Random 1:1 is roughly 10 times better, and Recall is significantly
improved than All:All. On the other hand, Agreement Ratio is
about 22% worse, and the precision is only 4.8% worse than
All:All. In total, however, Random 1:1 is better than All:All since
F-measure is about 9 times greater.

Table 5 Instance Based Evaluation of Random 1:1
Noun Verb All

System
Exact Match 30.2% 25.3% 28.6%
Partial Match 60.4% 42.5% 53.0%

Baseline
Exact Match 24.2% 26.7% 25.4%
Partial Match 30.0% 30.6% 30.3%

Table 6 Judgment Based Evaluation of Random 1:1

Noun Verb All

System

Agreement Ratio 60.1% 55.2% 58.0%
Precision 29.6% 25.7% 27.9%
Recall 48.9% 41.0% 45.4%
F-measure 34.4% 27.1% 31.2%

Baseline

Agreement Ratio 66.6% 65.8% 66.2%
Precision 8.7% 14.1% 11.1%
Recall 19.2% 21.4% 20.2%
F-measure 9.5% 13.6% 11.3%

These seem to be a good sign of improvement of the system.
We can conclude that the unbalance of data could cause nega-
tive impacts in the judgment. Considering the balance of number
of positive and negative samples seems important and effective
when monosemous words are used as the training data.
4.3.2 Polysemous Words Task
The results of polysemous words task are shown in Table 7

and 8. In these tables, averages of 5-fold cross validation are
shown. Results of each iteration are shown in Table 9 and 10.
The five times of switching the partition of test data, Accuracy
(Exact Match) is around 40 ∼ 45% and the Accuracy (Partial
Match) is 48 ∼ 55%. These two measurements are higher than
the Baseline roughly 1.8 times. Similarly, the proposed method
outperformed the Baseline for all 4 criteria of Judgement Based
Evaluation. The performance for nouns was better than verbs,
however, differences were not so great as compared with monose-
mous words random 1:1.

Table 7 Instance Based Evaluation of Polysemous Words Task

Noun Verb All

System
Exact Match 42.3% 45.3% 43.8%
Partial Match 50.7% 49.5% 50.1%

Baseline
Exact Match 40.2% 36.6% 38.4%
Partial Match 45.7% 39.4% 42.6%

Table 8 Judgment Based Evaluation of Polysemous Words Task

Noun Verb All

System

Agreement Ratio 83.2% 82.3% 82.8%
Precision 63.1% 61.6% 62.4%
Recall 37.1% 36.4% 36.8%
F-measure 43.1% 42.8% 43.0%

Baseline

Agreement Ratio 74.1% 72.7% 73.5%
Precision 10.4% 24.1% 16.4%
Recall 15.9% 19.2% 17.3%
F-measure 12.1% 16.7% 14.1%

Using polysemous words as a training data shows a better per-
formance than using the monosemous words. Although the num-
ber of positive training data using polysemous words is around
a hundred or more, while the number of positive training using
monosemous words is roughly a thousand or more. Regardless
of tenth size of the training data, polysemous words are more ef-
fective. If more polysemous words are available for training the
classifiers, the performance is expected to be improved more. In
another view, there might be gaps between the monosemous and
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Table 9 Instance Based Evaluation of 5 Trials of Cross Validation in Poly-
semous Words Task

1st 2nd 3rd 4th 5th

System
Exact Match 42.1% 44.6% 44.2% 44.9% 40.3%
Partial Match 48.8% 54.1% 50.8% 50.1% 49.2%

Baseline
Exact Match 37.6% 39.2% 40.2% 37.1% 38.0%
Partial Match 42.3% 43.7% 41.1% 40.5% 42.5%

Table 10 Judgment Based Evaluation of 5 Trials of Cross Validation in Pol-
ysemous Words Task

1st 2nd 3rd 4th 5th

System

Agreement
Ratio

81.5% 83.7% 82.3% 83.0% 82.9%

Precision 64.4% 56.4% 60.2% 66.1% 65.6%
Recall 36.7% 36.4% 39.4% 37.4% 36.3%
F-measure 42.5% 41.9% 44.3% 44.1% 43.8%

Baseline

Agreement
Ratio

72.6% 74.5% 73.6% 73.0% 73.1%

Precision 16.1% 15.6% 20.7% 15.6% 16.6%
Recall 17.4% 17.4% 19.8% 16.9% 16.9%
F-measure 14.1% 14.3% 17.1% 13.3% 13.9%

polysemous words in terms of the contexts where a certain se-
mantic class appears.
The performance of our method is still low, although seman-

tic class disambiguation or coarse grained WSD is relatively easy
task. Further investigation is required to reveal which methodol-
ogy, two approaches discussed in Subsection 3.2 or other unsu-
pervised WSD methods, is appropriate to precisely disambiguate
semantic classes.

5. Conclusion

This paper proposed the universal model for classifying seman-
tic classes, which could be applicable to all words. We compare
two kinds of classifiers, which are differentiated by the source
of training data. One is the classifier trained from monosemous
words in a raw text, while the other is the classifier using pol-
ysemous words in a sense tagged corpus. In our experiments,
we found that (1) it is important to consider balance of number
of positive and negative samples in monosemous words training
data, (2) a relatively small amount of polysemous words is more
appropriate than monosemous words. The best performance of
our proposed method is that 43.8% accuracy (exact match) and
43.6% F-measure. They are significantly better than the Base-
line, although there is much room to improve the performance
for real NLP applications.
For future work, we are planning to add another corpus for

monosemous words training data in order to enlarge the num-
ber of positive samples. The Daily Yomiuri newspaper articles
in 2002 will be used. The motivation is quite simple: the more
training data is, the higher performance is expected.
Furthermore, we are planning to use another learning algorithm

such as K-nearest Neighbors to classify the semantic classes.
Then, we could compare the performance of Support Vector Ma-
chine to K-nearest Neighbors.
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Appendix

Table A·1 Examples of Instance Based Evaluation.

Target word Sentence Correct
Semantic
Classes

Semantic
Classes
chosen by
System

Judgment

T1 S1 SC1 SC1 EM
T1 S2 SC1, SC2 SC1, SC2 EM
T1 S3 SC1, SC2 SC1 PM
T2 S4 SC1, SC3 SC1 PM
T2 S5 SC3, SC4 SC3, SC4,

SC5
PM

T3 S6 SC5, SC6 SC3, SC5 PM
T4 S7 SC7 SC8 NM
T4 S8 SC7 - NM

Table A·2 List of Semantic Classes in WordNet
ID Name Contents
03* noun.Tops unique beginner for nouns
04 noun.act nouns denoting acts or actions
05* noun.animal nouns denoting animals
06 noun.artifact nouns denoting man-made ob-

jects
07 noun.attribute nouns denoting attributes of

people and objects
08 noun.body nouns denoting body parts
09 noun.cognition nouns denoting cognitive pro-

cesses and contents
10 noun.communication nouns denoting communicative

processes and contents
11 noun.event nouns denoting natural events
12* noun.feeling nouns denoting feelings and

emotions
13* noun.food nouns denoting foods and

drinks
14 noun.group nouns denoting groupings of

people or objects
15 noun.location nouns denoting spatial position
16* noun.motive nouns denoting goals
17 noun.object nouns denoting natural objects

(not man-made)
18 noun.person nouns denoting people
19* noun.phenomenon nouns denoting natural phe-

nomena
20* noun.plant nouns denoting plants
21 noun.possession nouns denoting possession and

transfer of possession
22 noun.process nouns denoting natural pro-

cesses
23 noun.quantity nouns denoting quantities and

units of measure
24 noun.relation nouns denoting relations be-

tween people or things or ideas
25 noun.shape nouns denoting two and three

dimensional shapes
26 noun.state nouns denoting stable states of

affairs
27 noun.substance nouns denoting substances
28* noun.time nouns denoting time and tempo-

ral relations
29 verb.body verbs of grooming, dressing and

bodily care
30 verb.change verbs of size, temperature

change, intensifying, etc.
31 verb.cognition verbs of thinking, judging, ana-

lyzing, doubting
32 verb.communication verbs of telling, asking, order-

ing, singing
33 verb.competition verbs of fighting, athletic activ-

ities
34 verb.consumption verbs of eating and drinking
35 verb.contact verbs of touching, hitting, tying,

digging
36 verb.creation verbs of sewing, baking, paint-

ing, performing
37 verb.emotion verbs of feeling
38 verb.motion verbs of walking, flying, swim-

ming
39 verb.perception verbs of seeing, hearing, feeling
40 verb.possession verbs of buying, selling, owning
41 verb.social verbs of political and social ac-

tivities and events
42 verb.stative verbs of being, having, spatial

relations
43* verb.weather verbs of raining, snowing,

thawing, thundering
‘*’ denotes the semantic classes for which the classifier was
not trained in our experiment.
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Table A·3 Detail Results of All Classifiers for 32 Semantic Classes in Monosemous Words Task (Ran-
dom 1:1)
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