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Abstract: Due to the explosive growth in the amount of information in the last decade, it is getting extremely harder to obtain necessary information by conventional information access methods. Hence, creation of drastically new technology is needed. For developing such new technology, search engine infrastructures are required. Although the existing search engine APIs can be regarded as such infrastructures, these APIs have several restrictions such as a limit on the number of API calls. To help the development of new technology, we are running an open search engine infrastructure, TSUBAKI, on a high-performance computing environment. In this paper, we describe TSUBAKI infrastructure.
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1. Introduction

There is a huge amount of information being published on the World Wide Web (WWW) today, as signified by the popular term, information explosion, and this information spans a multitude of forms including news articles, encyclopedia articles, know-how documentation, and word-of-mouth information from individuals. The keyword and page-rank-based type of search currently available is inadequate to use all of this information on the WWW effectively, so it is becoming increasingly important to find ways to express information needs more effectively, to organize and summarize the information on the WWW. In particular, the following techniques are potentially helpful.

- Performing searches based on user requirements expressed in natural-language sentences.
- Automatically changing search-result rankings to match the user’s ideas or plans.
- Organizing concepts related to a given topic and providing an overall understanding of the topic.
- Examining the distribution of opinions on a given topic and classifying them in terms such as minority or majority.
- Detecting the reliability or inconsistencies within the results of a search.

In order to implement these techniques, a search engine infrastructure is needed. Currently there are several APIs available which provide access to results from commercial search engines, but there are problems with using these as a base for research and development.

(1) Use is limited, as in the number of API calls or number of documents in the search result.
(2) The indexes are updated frequently, so search results cannot be reproduced.
(3) The metrics used for ranking results are not made public.

Thus, we have built and are operating the TSUBAKI open search-engine infrastructure to resolve these problems. TSUBAKI is a search engine oriented to research use. It covers approximately one hundred million Japanese Web pages and provides users with transparent, reproducible search results. An API is also provided, with no limitations such as accesses per day or number of search results.

TSUBAKI also has the following features:
- Manages large-scale Web pages using Web standard format.
- Provides flexible and accurate searches through use of synonyms and dependency relations.

Web standard format is a common XML format designed for sharing the results of Web page analysis. Research has been making more progress into ways for extracting knowledge from Web pages and other tasks related to material on the WWW, but when actually doing research using Web pages, there are many troublesome processing steps that must be faced before getting to the research. Specifically, the large set of pages must be crawled, the Japanese pages must be extracted from the crawl result, and sentences must be extracted from these pages. Taking just sentence extraction as an example, periods can be used to extract sentences from a corpus such as a newspaper article, but the division into sentences is often unclear on Web pages, where HTML tags are used and unconventional usage such as smiley faces (e.g.: “(˘ˆ)”) and “(≧)” to express feelings are common. For these reasons, sentence segmentation is a somewhat messy process, but it is fundamental, and its performance can have a great effect on later language analysis or application performance. Thus, it is very important to gather a large number of Web pages to use as a corpus for research.
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a standard, to perform the preprocessing required for research as described above, and to share this collection in helping to improve the usability of Web pages as a language resource. With this in mind, TSUBAKI provides a search space covering 100 million Japanese Web pages, and publishes the data with appropriate pre-processing, such as sentence extraction, already completed. This data is managed in the Web standard format.

Another feature of TSUBAKI is its use of synonymous expressions and dependency relations to provide flexible and accurate searches. In addition to words, synonymous expressions and dependency relations are also registered in the index, which helps to absorb expression mismatches and achieves searches that emphasize the dependency relations between words.

Figure 1 shows the results of searching for "かぜ薬を飲むときの留意点" (Points to note when taking cold medicine). The search result includes pages with terms like "カカン" (kanji for hiragana word in the search string) and "服薬" (a synonym for "薬を飲む", or taking medicine).

The remainder of the paper is organized as follows. We first describe the Web standard format, and then explain natural-language analysis and indexing components of the TSUBAKI search-engine infrastructure in Sections 3 and 4, respectively. In Section 5, we discuss the types of search conditions and constraints that can be specified with TSUBAKI, and the methods used for document scoring and generating snippets. We also described the computing environment and the search flow used by TSUBAKI. Finally, we describe how to utilize TSUBAKI APIs in Section 6.

2. Web Standard Format

Web standard format is an XML format designed for sharing the results of Web page analysis. In this section, we give an overview of the Web standard format and discuss conversion of Web pages to this format as well as handling of large-scale Web standard format data sets.

2.1 Data Format

A Web standard format data (hereafter standard format data) is constructed from a Web page, and includes information about the Web page that is frequently used for research, such as the page title and URL, link information, the Japanese text, and results of analyzing the text. This information can be accessed easily using conventional XML-document search modules.

Thus, all available information of a Web page is centralized by a standard format data. This allows TSUBAKI users to obtain information which they want without accessing databases corresponding to each information.

Table 1 gives a definition of the standard format tag set, and Fig. 2 gives an example of standard format data.

2.2 Conversion to Web Standard Format

Conversion of a Web page to standard format data involves the following four steps.

(1) Japanese page detection
(2) Meta and link information extraction
(3) Sentence extraction
(4) Linguistic analysis of the text

Step (2) consists of simply extracting information from <META> and <A> tags, so we will discuss only steps (1) and (3) here. Step (4) will be discussed in Section 3.

2.2.1 Japanese Page Detection

We determine if the page is Japanese text by using a method similar to that of Kawahara et al. [1], based on the percentage of Japanese particles in the page. Specifically, if the character encoding specified in the <META> tag is one of euc-jp, x-euc-jp, iso-2022-jp, shift jis, windows-932, x-sjis, or shiftj, and the rate of occurrence of the Japanese particles "が", "を", "に", "は", "の", "を".
and “‘” ("ga", "wo", "ni", "ha", "no", and “de") is more than 0.5%, the page is determined to be Japanese text. If the character encoding is not specified in the <META> tag, a guess of the encoding is done using the Encode::guess function in the Encode module included in Perl 5.8.

2.2.2 Sentence Extraction

The text in the page is divided into paragraphs based on clues such as the location of HTML block tags and consecutive end-of-line markers. Then paragraphs are divided into sentences using punctuation characters ("", ",", ";", ",", ",", ",", ",", ",", etc.), face marks ("(‘") and characters used to express emotion ("(‘") (smile), "(‘") (sweet/stress), etc.). When doing so, if the character or notation is enclosed in parenthesis, then it is not considered to be a sentence delimiter.

Within Web pages there are sections where multiple anchor texts follow one-another consecutively (Fig. 3). When sentences are extracted from this sort of page, all of the anchor text is extracted as one sentence in a continuous string. This is not always appropriate, so when there are consecutive anchor texts, we first determine whether joining them is appropriate and then join them only if appropriate. Whether anchor text should be joined is calculated using document frequency for compound nouns extracted from 100 million Web pages. Specifically, expressions with document frequency of ten or more are considered suitable to be joined. Using this method, sentences can be extracted appropriately even from Web pages like that shown in Fig. 3.

Some sentences are over-split by this partitioning process, so the following rules are used to join sentence segments back together. Here, $S_i$ is used to indicate a segment being joined, and $S_{i+1}$ is the segment immediately following $S_i$.

**Rule1:** If an odd number of quotes (") are included in $S_i$ and $S_{i+1}$, then they are joined.

**Rule2:** If $S_i$ begins with text indicating an itemized form, such as “A.”, $S_i$ and $S_{i+1}$ are joined.

**Rule3:** If $S_{i+1}$ begins with characters such as “、”, “〜” or “’” and $S_i$ ends with a closing parenthesis, “)” or “？”, they are joined.

Finally, processing to form itemized lists is done. The itemized list is expressed in text form as shown in Fig. 4. For this type of page, each element of the list is initially extracted as an individual sentence.

**Sentence 1:** The following:

**Sentence 2:** 1. Kiyomizuji Temple

**Sentence 3:** 2. Kinkakuji Temple

**Sentence 4:** 3. Ryoanji Temple

**Sentence 5:** are my favorite tourist sites.

Itemized lists in text form are identified using certain rules, to prevent extracting list elements as individual sentences, and the sentences within the identified ranges are joined. Specifically, if a sentence ends in a period or comma, and is followed by sentences starting with characters that are often used for list items (e.g.: “A.” or “1.”), these sentences (1 to 4 above) are joined, together with the sentence immediately following the list (Sentence 5 above). In this way, the following sentence is extracted from the page in the figure.

**Sentence 1:** The following: 1. Kiyomizuji Temple 2. Kinkakuji Temple 3. Ryoanji Temple are my favorite tourist sites.
The following:
1. Kiyomizuji Temple
2. Kinkakuji Temple
3. Ryoanji Temple
are my favorite tourist sites.
Table 2  Precision and recall of the sentence splitter.

<table>
<thead>
<tr>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>98.3 (197/200)</td>
<td>93.4 (197/211)</td>
</tr>
</tbody>
</table>

2.3 Converting a Large Set of Web Pages to Web Standard Format

Approximately 100 million Japanese pages were converted to Web standard format. These pages were taken from pages crawled by the Knowledge Clustered Group at the National Institute of Information and Communications Technology (NiCT) at 2010. Then, the Japanese pages were selected as described in Section 2.2. Each page was given a nine-digit numeric document ID, and both the original and the standard format page were given this number.

The computing environment used to perform the conversion included 162 machines with quad Intel Xeon 3.0 GHz CPUs and 4 GB of memory, operating in parallel using GXP2[2] to perform the conversion. As a result, conversion of the 100 million Japanese pages to Web standard format took approximately four weeks to complete. These 100 million pages contained roughly 6 billion sentences, and the linguistic analysis described in Section 3, including morphological analysis, syntactic analysis and synonymous-expression alignment, was carried out on these sentences. The data size of the Web pages themselves was 1.4 TB, while the standard format data was 12 TB. Both are sizes after compression with gzip.

This Web standard format data is available from TSUBAKI through the APIs provided.

2.4 Evaluation of the Sentence Splitter

We randomly picked up 200 pairs of adjacent sentences from the standard format data collection, and then checked them to find whether a boundary between sentences in each pair was correct or not. We also checked whether each sentence in the 200 pairs included a missing boundary, a position that should be a sentence boundary and that is not recognized as a sentence boundary by the sentence splitter.

As a result, we found three over-splitted boundaries, and 11 missing boundaries from three sentences. This means that 211 sentence boundaries are included in the picked up sentences, and missing boundaries from three sentences. This means that 211

| Pair A: | Sentence 1: お客様が入力する個人情報を含む問い合わせデータは、Yahoo! |
| Pair B: | Sentence 2: は、Yahoo!を経由して当該物件の情報提供元に転送されます。 |

Fig. 5 Examples of over-splitted boundaries.

Fig. 6 Examples of missing boundaries. The symbol “|” is a position of a missing boundary.

can be regarded as sentence boundaries such as 【送込無料】 to divide a sentence like Sentence 5. Although Sentence 6 is not an anchor text, we can basically take the same approach with anchor text processing described in Section 2.2.2 if we can recognize the sentence as a series of (compound) nouns.

3. Natural Language Analysis

In this section, we discuss the natural language analysis applied to sentences extracted in Section 2.2 and to search queries. First, morphological and syntactic analysis is applied to the sentences and search queries. The Japanese morphological analyzer JUMAN[3] and the Japanese syntactic parser KNP[4] were used. Through the JUMAN analysis, words that can be written in various ways, such as “こども”, “子ども”, and “子供” (various writings of kodomo, or child) are given a representative form ID. Within the index data, the representative form rather than the form that it appears in the document is used. This helps to reduce search leakage due to spelling variations.

After morphological and syntactic analysis, links are made among synonymous words and phrases. This is called synonymous expression alignment below. In this process, synonym relationships extracted automatically from ordinary dictionaries and from the Web corpus are used[5]. Handling the relationship between two synonymous expressions as a simple, two-item relationship results in combinatorial explosion, so we have used the SynGraph data structure proposed by Shibata et al.[5]. The SynGraph data structure expresses these relationships effectively by assigning expressions that have a synonym relationship with the same ID (hereafter, the synonymous expression ID). For example, a single synonymous expression ID would be assigned to all of the expressions “子供”, “児童”, and “幼児” (roughly: child, juvenile, and infant). This process prevents enumerating each of the relationship combinations.

Figure 7 shows the results of analyzing the expression “かぜ薬を飲むときの留意点” (Points to note when taking cold medicine). The words in the white boxes are the original text, while the words in the grey boxes are synonymous expression IDs assigned through the synonymous expression alignment process (e.g., the <服薬> synonymous expression ID has been assigned to the “薬を飲む” phrase). The arrows represent dependency relations between phrases. The number appearing below
each synonymous expression ID is a score for the amount of semantic difference from the original expression, and is used for the frequency of appearance of the synonymous expression ID when creating the index data.

4. Indexing

TSUBAKI index data was created for the 100 million Japanese Web pages discussed in Section 2.3, using the results of linguistic analysis embedded in the Web standard format data. The index data is structured an inverted index with terms for representative forms, synonymous expression IDs, and dependency relations. When storing index data, dependency relations are handled as two-item relationships between the content words, without considering case markers. For example, for the phrase “かぜ薬を飲むときの留意点” in Fig. 7, the following expressions from the analysis results are registered in the index.

Word, Synonymous expression ID: 風邪, 薬, を, 飲む, 時, の, 留意点, <感冒>, <服薬>, <注意>

Dependency relations: 風邪→薬→飲む→飲む→時→時

Note particularly that due to the representative form assigned by JUMAN, “かぜ” is extracted as “風邪” (hiragana and kanji rendering of “cold”). Further, the synonymous expression ID, <服薬>, is also assigned to words like “服薬” and “服薬” (in addition to “薬を飲む”, or “take medicine”), so by registering <服薬> in the index data, pages related to “薬を飲む” but can be found by using the other expression such as服薬 and 服薬.

Table 3 shows the statistics of indexed documents. Words, synonymous expressions and dependency relations are registered in index data with # of docs, Doc. ID, Freq. and positions. The # of docs indicates the number of documents including an indexed item. This number is used for loading information of documents that include the item from the index data. The Doc ID is the ID of an indexed document. The Freq. is the frequency of words, synonymous expression IDs and dependency relations in a document. The frequencies registered for words and dependency relations are actual frequencies of appearance in the documents. However, for the synonymous expression IDs, a score indicating the amount of difference from the original expression is used for the appearance frequency. For example, the synonymous expression ID, <感冒> for “風邪” is handled as appearing 0.99 times.

In order to support searches that take positions of words into account, such as phrase searches and proximity searches, the position of the word (in number of words from the beginning of the page), in addition to the frequency, is stored in the index data.

Table 3 Statistics of dataset. Document length is represented by the number of words in a web page.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td># of words</td>
<td>81,635,647,064</td>
</tr>
<tr>
<td># of sentences</td>
<td>8,764,858,879</td>
</tr>
<tr>
<td># of documents</td>
<td>100,149,341</td>
</tr>
<tr>
<td>Average document length</td>
<td>815.12</td>
</tr>
</tbody>
</table>

TSUBAKI partitions this index data and scans it in parallel in order to increase search speed. More specifically, the index data for 100 million pages is partitioned in units of million-pages, and these are searched in parallel using 100 CPU cores.

5. Search

TSUBAKI supports queries expressed with keywords as well as natural-language sentence queries. We discuss search in this section, but before doing so we will define some terms. Figure 8 shows a search query using AND, and the two phrases “京都大学へのアクセス市バス” (Access to Kyoto University) and “市バス” (City Bus). In this paper, we call each of the white-space-separated strings search expressions (“京都大学へのアクセス” and “市バス” in the example). Search expressions are subjected to linguistic analysis as described in Section 3, and words, synonymous expression IDs and dependency relations are extracted from the results. Hereafter we will refer to these words and synonymous expression IDs as search words, and to these dependency relations as search dependency relations. In general, functional words are not used as search words, but in certain conditions they may be (e.g., a search word within a phrase constraint could be a functional word).

Search can be divided broadly into document gathering and document scoring. Basically, document gathering is done based on the search words, and document scoring uses both search words as well as search dependency relations.

In Section 5.1, we discuss the types of search conditions and constraints that can be specified with TSUBAKI, and in Section 5.2, we discuss the method used for document scoring. In Section 5.3 we discuss the method used for generating snippets, and evaluate the search method in Section 5.4. Finally, in Section 5.5, we describe the computing environment and the search flow used by TSUBAKI.

5.1 Search Conditions and Constraints

With TSUBAKI, constraints can also be established for each
search expression, in addition to logical conditions between search expressions. Here, constraints refers to conditions other than logical conditions, such as whether to include the dependency relations with the search expression, or the size of the window within which the words in the search expression must appear. Constraints are expressed by appending a tilde (˜) and the constraint expression to the end of the search expression. Table 4 shows the constraints that can be specified.

<table>
<thead>
<tr>
<th>Constraint name</th>
<th>Tag name</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>AND constraint</td>
<td>AND</td>
<td>Result must include all words in the search expression.</td>
<td>京都大学AND</td>
</tr>
<tr>
<td>OR constraint</td>
<td>OR</td>
<td>Result must contain one or more of the words in search expression.</td>
<td>京都大学OR</td>
</tr>
<tr>
<td>Phrase constraint</td>
<td>No tag.</td>
<td>Enclosed in quotes (&quot; &quot;). Same as the phrase search used by current search engines.</td>
<td>&quot;京都大学&quot;</td>
</tr>
<tr>
<td>Dependency relation constraint</td>
<td>FD</td>
<td>Result must contain all dependency relations in the search expression.</td>
<td>京都大学FD</td>
</tr>
<tr>
<td>Proximity constraint (words)</td>
<td>N/W</td>
<td>Result must contain the words in the search expression in the order given and within a window of N words.</td>
<td>京都大学20W</td>
</tr>
<tr>
<td>Order-independent proximity constraint (words)</td>
<td>Nw</td>
<td>Result must contain the words in the search expression within a window of N words (regardless of order).</td>
<td>京都大学20w</td>
</tr>
</tbody>
</table>

### 5.2 Document Scoring

After gathering documents based on the search conditions (and constraints), a score of conformance to the search query is computed for each document. The documents are sorted in order of decreasing conformance and finally presented to the user. Okapi BM25 [6] is used to compute relevance to the query for each document. The words in the query and the document are usually used with Okapi BM25 to compute the relevance, but here we have extended the computation to also use dependency relations in computing relevance. If \( T_{\text{query}} \) is the set of search words in query \( q \), and \( T_{\text{doc}} \) is the set of search dependency relations, then the relevance of document \( d \) to search query \( q \) is computed according to the following equation.

\[
R(q, d) = (1 - \beta) \sum_{t \in T_{\text{query}}} BM_{25}(t, d) + \beta \sum_{n \in T_{\text{doc}}} BM_{25}(t, d)
\]

Here, \( \beta \) is a parameter that is used to regulate the extent to which dependency relations are used in the scoring, and we use \( \beta = 0.2 \). This value was decided experimentally using a test set created at the NTCIR3, 4 workshops [7], [8].

\( BM_{25}(t, d) \) is defined by the following equation.

\[
BM_{25}(t, d) = w \times \frac{(k_1 + 1)F_{dt}}{K + F_{dt}} \times \frac{(k_2 + 1)F_{qt}}{K + F_{qt}} \times \frac{K}{k_2 + 1} \times w = \log \frac{N - n + 0.5}{n + 0.5}, K = k_1 \left( (1 - b) + b \frac{ld}{ave} \right)
\]

Fig. 9 Example of a search topic defined in the NTCIR.

Here, \( F_{dt} \) is the frequency with which \( t \) appears in document \( d \), \( F_{qt} \) is the frequency that \( t \) appears in \( q \), \( N \) is the number of documents being searched, \( n \) is the document frequency of \( q \), \( ld \) is the length of document \( d \) (words), and \( lave \) is the average document length. Finally, \( k_1, k_3 \), and \( b \), are Okapi parameters, for which we use values \( k_1 = 1, k_3 = 0 \) and \( b = 0.6 \).

### 5.3 Method for Generating Snippets

A set of ranges of \( W \) or fewer words and containing the words and synonymous expression IDs in the search query \( Q \) are found, a snippet is generated using the smallest range \( W_{\text{min}} \). If multiple \( W_{\text{min}} \) are found, the range closest to the ending of the document is used.

We refer to the sentences in the range \( W_{\text{min}} = S_{W} \). If \( S_{W} \) consists of \( K \) or many words, \( S_{W} \) is regarded as a snippet. On the other hand, if \( S_{W} \) includes fewer words than \( K \), \( S_{W} \) extends a word to the right and left directions up to \( K \) words. We use the value of \( K = 100 \).

### 5.4 Evaluation of Search Performance

We evaluated the search performance using the test collections built at NTCIR-3 and NTCIR-4. These share a target document set, which consists of 11,038,720 Japanese Web pages. For the evaluation, we used 127 informational topics defined in the test collections (47 topics from NTCIR-3 and 80 topics from NTCIR-4). The example of the topic definition is shown in Fig. 9. The <TITLE> includes a few keywords and <DESC> includes a single sentence, and they are queries reflecting user’s information need. Note that the single sentence can be regarded as a natural language query. We separately exploited elements of <TITLE> and <DESC> for assessing the effectiveness of synonyms and dependency relations when giving a few keywords or a sentence as a query.

\* This number is specified as a proximity constraint in a query.
Table 5  Effectiveness of synonyms and dependency relations. Syn. means synonym, Dep. means dependency relations, and √ means a feature is activated. By default, TSUBAKI retrieves documents using synonyms and dependency relations (i.e., Syn. = √, Dep. = √). The highest value in each evaluation measure is emphasized by boldface. This does not mean statistical significance.

<table>
<thead>
<tr>
<th>Query type</th>
<th>Syn.</th>
<th>Dep.</th>
<th>MRR</th>
<th>Prec@10</th>
<th>DCG@10</th>
<th>DCG@100</th>
<th>R-prec</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keyword</td>
<td>√</td>
<td>0.319</td>
<td>0.198</td>
<td>2.368</td>
<td>6.058</td>
<td>0.141</td>
<td>0.085</td>
<td></td>
</tr>
<tr>
<td></td>
<td>√</td>
<td>0.325</td>
<td>0.209</td>
<td>2.475</td>
<td>6.268</td>
<td>0.137</td>
<td>0.085</td>
<td></td>
</tr>
<tr>
<td></td>
<td>√</td>
<td>0.350</td>
<td>0.212</td>
<td>2.592</td>
<td>6.626</td>
<td>0.145</td>
<td>0.091</td>
<td></td>
</tr>
<tr>
<td>Sentence</td>
<td>√</td>
<td>0.343</td>
<td>0.212</td>
<td>2.575</td>
<td>6.635</td>
<td>0.145</td>
<td>0.091</td>
<td></td>
</tr>
<tr>
<td></td>
<td>√</td>
<td>0.293</td>
<td>0.150</td>
<td>1.937</td>
<td>3.404</td>
<td>0.091</td>
<td>0.057</td>
<td></td>
</tr>
<tr>
<td></td>
<td>√</td>
<td>0.293</td>
<td>0.151</td>
<td>1.945</td>
<td>3.374</td>
<td>0.083</td>
<td>0.055</td>
<td></td>
</tr>
<tr>
<td></td>
<td>√</td>
<td>0.308</td>
<td>0.161</td>
<td>2.087</td>
<td>3.790</td>
<td>0.100</td>
<td>0.065</td>
<td></td>
</tr>
<tr>
<td></td>
<td>√</td>
<td>0.308</td>
<td>0.164</td>
<td>2.088</td>
<td>3.844</td>
<td>0.097</td>
<td>0.065</td>
<td></td>
</tr>
</tbody>
</table>

The relevance of each document with respect to a topic was judged as highly relevant, relevant, partially relevant, irrelevant or unjudged. We regarded the highly relevant, relevant and partially relevant documents as correct answers, and then assessed search performance according to the following measures.

**MRR:** Reciprocal of the rank at which the first correct answer was found in the top 10 documents. If the top 10 documents did not contain the correct answer, we used 0 as the reciprocal rank.

**Prec@10:** Rate of the correct answers in the top 10 documents.

**DCG@N:** Discounted cumulative gain (DCG) [9] is an evaluation measure that takes advantage of multi graded relevance. The DCG at a rank \( N \) is defined as:

\[
DCG@N = \text{rel}_1 + \sum_{i=2}^{N} \frac{\text{rel}_i}{\log^2 i},
\]

where \( \text{rel}_i \) is the graded relevance of a document at a rank \( i \).

**R-prec:** Precision after \( R \) documents have been retrieved where \( R \) is the number of the correct answers for a topic.

**MAP:** Average precision which is the average of precisions after each correct document is retrieved in the top 1,000 documents.

Table 5 shows the evaluation results. The results showed that search performance was improved by synonyms and dependency relations.

### 5.5 Machine Environment

The TSUBAKI machine environment and search process are shown in Fig. 10. TSUBAKI conducts searches using four types of servers: a load-balance server, search master servers which perform search-query analysis, search-slave servers which perform document gathering and scoring, and snippet servers. Document gathering and scoring uses \( M \) machines with \( m \) parallelism and snippet generation uses \( P \) machines with \( p \) parallelism. We actually used \( M = 50, m = 2, P = 20 \), and \( p = 2 \). With this computing environment, generating 1,000 search results for a single query requires an average of about 10 seconds.

The role of each type of server is described below.

**Load-balance server:** Queries received from users are forwarded to the search-master server with the lowest load. This server is implemented using the Load Balancer associated with Apache 2.3.

**Search-master server:** Analyze the search queries forwarded to them by the load-balance server, and forwards the results to the search-slave servers. They then gather the results returned by the search-slave servers and generate a search-result string as shown in Fig. 1. In doing so, they send requests to the snippet servers to get the required snippets.

**Search-slave servers:** Gather documents using the index data, based on the results of analyzing the search query, as forwarded to them by a search-master server. Then, using the scoring method discussed in Section 5.2, compute a relevance value for each document.

**Snippet servers:** Generate snippets using the linguistic analysis results in the standard-format data and the results of analyzing the search query. For increasing speed of the generation, the standard-format data are installed in the local storage of each snippet server.

### 6. TSUBAKI API

TSUBAKI publishes an API conforming to REST principles [10] which allows searches to be conducted specifying the search conditions and constraints discussed in Section 5.1. The request URL for accessing this API is as follows:

- tsubaki.ixnlp.nii.ac.jp/api.cgi
Search results can be obtained by sending an HTTP request appending the request parameters listed in Table 6 to this URL. For example, to retrieve the top 20 results for the search expression "京都の観光名所" (Famous Kyoto site-seeing spots), send a request with the following URL:

- http://tsubaki.ixnlp.nii.ac.jp/api.cgi?query=%E4%BA%AC%E9%83%BD%E8%AE%A6%E6%85%89%E5%90%8D%E6%89%80&start=1&results=20

The meaning of the query, start, and results parameters specified in this request URL are as follows:

**query**: URL encoded string containing keywords ("京都の観光名所" in this example).

**start**: The rank (offset) of the first result desired from among all search results.

**results**: The number of results desired, starting with offset.

The results of the above query are shown in Fig. 11. The results are given with markup tags in XML format. The tag definitions are given in Table 7.

The latency of TSUBAKI API is shown in Table 8. We measured the latency according to the following settings:

1. Get only hitcount
2. Get top 100 search results without snippets
3. Get top 1,000 search results without snippets
4. Get top 100 search results with snippets
5. Get top 1,000 search results with snippets

The values in Table 8 are the average values of 50 Japanese search queries. The example of the used queries is shown in Table 9. Note that the API can accept natural language queries such as "かぜ薬を飲むときの留意点" (Points to note when taking cold medicine) shown in Fig. 1.

We next discuss how to obtain the Japanese Web pages and the standard format data as discussed in Section 2. To retrieve this data, access the API specifying the format and id parameter in the request URL. For example, if the document ID is 012345678, the URL used to retrieve the Web page would be as follows:


Similarly, to obtain the standard format data, change the value of format to xml:

- http://tsubaki.ixnlp.nii.ac.jp/api.cgi?format=xml&id=012345678

Finally, we introduce the use case of the API. TSUBAKI is used as a search engine infrastructure on some online systems such as WISDOM*4. These online systems request the API for collecting documents related to a user query and standard format data corresponding to the collected documents. By collecting standard format data, these systems do not need to linguistically analyze documents in a search result. In other words, these

---

### Table 6 Request parameters available with the TSUBAKI API

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>query</td>
<td>string</td>
<td>A URL encoded utf-8 string containing the search query. Required to obtain a search result.</td>
</tr>
<tr>
<td>start</td>
<td>integer</td>
<td>Rank of the first search result to be retrieved.</td>
</tr>
<tr>
<td>results</td>
<td>integer</td>
<td>Number of search results to return. Default is 10.</td>
</tr>
<tr>
<td>logicalOperator</td>
<td>AND/OR</td>
<td>Search logical operator. Default is AND.</td>
</tr>
<tr>
<td>onlyhitcount</td>
<td>0/1</td>
<td>Set to 1 to retrieve only the hit count. Set to 0 to retrieve the actual results. Default is 0.</td>
</tr>
<tr>
<td>force_dpnd</td>
<td>0/1</td>
<td>Set to 1 for documents containing all dependencies in the query, and 0 otherwise. Default value is 0.</td>
</tr>
<tr>
<td>snippets</td>
<td>0/1</td>
<td>Set to 1 if snippets are required, 0 otherwise. Default is 0.</td>
</tr>
<tr>
<td>near</td>
<td>integer</td>
<td>Perform a proximity search, with the condition that words in the query appear within n words of each other. The order of words in the query and as they appear is taken into consideration.</td>
</tr>
<tr>
<td>id</td>
<td>string</td>
<td>Document ID required to retrieve individual documents. Required when retrieving documents in original Web format or in standard format.</td>
</tr>
<tr>
<td>format</td>
<td>html/xml</td>
<td>Specifies whether to retrieve a document in original Web format or in standard format. Required when id is specified.</td>
</tr>
</tbody>
</table>

### Table 7 Tags and attributes included in search results.

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
</table>
| ResultSet | This tag encloses the search results, and it has the following attributes:
| time      | Date and time when the search was conducted. |
| query     | Search expressions. |
| totalResultsAvailable | Number of documents matching a search query. |
| firstResultPosition | The rank (offset) of the first result document returned, as specified in the search query. |
| logicalOperator | The logical operator specified for the search. |
| dpnd | Whether to consider dependency relations in the search. |

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
</table>
| Result    | This tag encloses the information regarding a single result document. It has the following attributes:
| ID        | Document ID. |
| score     | Document score. |

### Table 8 The latency of the TSUBAKI API.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Time [sec.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onlyhitcount</td>
<td>3.37</td>
</tr>
<tr>
<td>top 100 results (without snippets)</td>
<td>3.54</td>
</tr>
<tr>
<td>top 1,000 results (without snippets)</td>
<td>5.40</td>
</tr>
<tr>
<td>top 100 results</td>
<td>4.50</td>
</tr>
<tr>
<td>top 1,000 results</td>
<td>10.1</td>
</tr>
</tbody>
</table>

### Table 9 Example of Japanese queries used for measurement of the API latency.

<table>
<thead>
<tr>
<th>Query</th>
<th>English Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>άυιεςος (Agaricus), άυιεςος άτοβος</td>
<td>(Agaricus), (Diet food), (Microwave of cell-phone), (Nuclear), (Windows Vista)</td>
</tr>
</tbody>
</table>

*4 http://wisdom-nict.jp/
systems can more quickly exploit linguistically rich information such as dependency relations than they analyze documents themselves. This is a big advantage for online systems using the rich information.

We show examples of online systems that utilize TSUBAKI as a search engine infrastructure.

**WISDOM**[11]: A system that helps its users to judge the credibility of information on the Web by providing various information such as dependency relations with the index data. This is the feature that is difficult to obtain reproducibly search results. This means that it is very difficult to compare results with leading research [15] using the number of search-engine hits returned, or turned, so it is not possible to know from the user side, exactly what is being done when a search is conducted. As a result, it is very difficult to properly verify the effectiveness of techniques used by a search engine.

As an open search engine infrastructure, our research can also be related to the various open source search engine projects, such as Indri, Nutch, and Rast. These projects focused on development of open-source modules, and they are not operating search engines using these modules. This is different from our research. The comparison between TSUBAKI and open source projects with respect to indexing and ranking methods are listed in Table 11. In addition to words, TSUBAKI registers synonyms and dependency relations with the index data. This is the feature

**Table 10** Comparison of APIs from commercial search engines and TSUBAKI (as of Feb. 2010).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Google</th>
<th>Yahoo!</th>
<th>TSUBAKI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of API requests permitted per day</td>
<td>No limit</td>
<td>50,000</td>
<td>No limit</td>
</tr>
<tr>
<td>Number of URLs in a search result</td>
<td>1,000</td>
<td>1,000</td>
<td>No limit</td>
</tr>
<tr>
<td>Cached pages provided</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Page analysis results provided</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Index data is updated</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

---

15 http://www.lemurproject.org/indri/  
16 http://lucene.apache.org/nutch/docs/en/  
17 http://projects.netlab.jp/rast/
of our research.

In terms of dealing with Web pages on a large scale, this research is related to the Web Laboratory project [16]. This project is jointly supported by Cornell University and the Internet Archive, and provides the Web pages stored in the Internet Archive together with Web page analysis tools for the purpose of supporting research related to the Internet. The Web Laboratory is currently in alpha release, but access to the Web pages and the set of tools is only available to persons related to Cornell University.

The Wiki project is also conducting related research, in that they are developing and operating a search engine provided with a transparent search algorithm. However, the core of the search algorithm has not yet been made public.

There are information retrieval systems which take advantage of natural language processing. Popescu et al. [17] developed a system which converts a given natural language query into an SQL sentence using synonyms and the parsing result of the query. Miyao et al. [18] proposed a system for retrieving biomedical correlations from MEDLINE. For retrieving biomedical correlations precisely, their system exploits predicate-argument structures and relations from MEDLINE. For retrieving biomedical correlations, their system exploits predicate-argument structures and relations from MEDLINE. For retrieving biomedical correlations, their system exploits predicate-argument structures and relations from MEDLINE.

Powerset*8 is a search engine based on natural language processing. With Powerset, in addition to key-words searches can be done. However, this search engine only applies to documents in the English Wikipedia site, and general Web pages cannot be searched.

### Conclusion

In the paper we have discussed the open search-engine infrastructure called TSUBAKI. TSUBAKI allows anyone to freely obtain search results covering approximately 100 million Japanese Web pages through a public API. It features (1) Web pages stored and shared in Web standard format, and (2) flexible and accurate searches taking synonymous expressions and dependency relations into consideration. The documentation on TSUBAKI is available at http://tsubaki.iis.u-tokyo.ac.jp/api.html.

The TSUBAKI API can be used in a variety of situations, and already it has been used in the following:

- To obtain large-scale corpus with syntactic analysis for knowledge acquisition.
- To compute the strength of co-occurrences of word pairs based on hit counts in order to obtain related terms.
- To obtain the pages to be clustered in a search-result clustering system.
- To obtain the pages to be analyzed for helping users to judge the credibility of information.

In the future, we plan to improve the system as a search engine infrastructure by consolidating the hardware environment and software to allow a larger number of users to use the system, to provide faster searches and to increase the robustness of the system.

### Reference


*) Indri can index annotations such as the output of a part-of-speech tagger if users prepare the annotation data.

---

Table 11 Comparison with indexing and ranking measure.

<table>
<thead>
<tr>
<th>Search Engine</th>
<th>Indexing</th>
<th>Ranking Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSUBAKI</td>
<td>word, synonym, dependency relation word*</td>
<td>OKAPI BM25, TF-IDF, OKAPI BM25, Language Model based score, and others</td>
</tr>
<tr>
<td>Indri</td>
<td>character bi-gram, word*</td>
<td>TF-IDF</td>
</tr>
<tr>
<td>Nutch</td>
<td>character bi-gram, word*</td>
<td>TF-IDF</td>
</tr>
<tr>
<td>Rast</td>
<td>character bi-gram, word*</td>
<td>TF-IDF</td>
</tr>
</tbody>
</table>

---
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