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Large-scale network and multimedia application LSIs include application-specific arithmetic units. A multiply-accumulator unit or a MAC unit which is one of these optimized units arranges partial products and decreases carry propagations. However, there is no method similar to MAC to execute “subtract-multiplication”. In this paper, we propose a high-speed subtract-multiplication unit that decreases latency of a subtract operation by bit-level transformation using selector logics. By using bit-level transformation, its partial products are calculated directly. The proposed subtract-multiplication units can be applied to any types of systems using subtract-multiplications and a butterfly operation in FFT is one of their suitable applications. We apply them effectively to Radix-2 butterfly units and Radix-4 butterfly units. Experimental results show that our proposed operation units using selector logics improves the performance by up to 13.92%, compared to a conventional approach.

1. Introduction

Large-scale network and multimedia application LSIs include many application-specific arithmetic units. Fast and efficient arithmetic circuits included in such application LSIs are strongly required in scientific computations as well as consumer products.

A multiply-accumulate unit (MAC unit) is one of these optimized units 1),2) which executes a multiply-accumulate operation. It is expressed by \( a \times b + c \), where \( a \), \( b \), and \( c \) are input variables and very widely used in digital signal processing. A MAC unit effectively performs this operation, where its execution time is almost the same as the time to just multiply the two variables. This can be done by combining partial product generation and addition.

A subtract-multiplication operation is another application-specific operation expressed by \( (a - b) \times c \), where \( a \), \( b \), and \( c \) are input variables. This operation is commonly used in a butterfly operation in the fast Fourier transform (FFT) but quite different from multiply-accumulation, where multiplication cannot be started until subtraction is finished. It can be a big problem since the total carry propagation delay of a subtract-multiplication unit must be the sum of subtraction and multiplication. As far as we know, there are no existing works for optimizing a subtract-multiplication operation.

To solve this problem, we propose a method that generates partial products for a subtract-multiplication operation very fast by utilizing “selector logics.” A selector logic is expressed by \( xz + yz \), where \( x \), \( y \), and \( z \) is a 1-bit value. Since there is no carry-out in a selector logic, we can significantly decrease the carry propagation delay by using them. In order to apply selector logics to a subtract-multiplication operation, we first represent each \( n \)-bit input variable to be \( a_{n-1}2^{n-1} + \sum_{i=0}^{n-2} a_i2^i \), where \( a_i \) is \( i \)-th bit of each input variable. Second, we perform the subtract-multiplication operation by using these bit-level representations. Since we find out the form of \( a_i c_i + b_i c_i \) in each bit, we can implement it by using a selector. Finally, we can design a subtract-multiplication unit effectively using selector logics.

Our proposed subtract-multiplication units can be applied to even any types of systems using subtract-multiplications. A butterfly operation which is used in FFT is a suitable application using them. Then we design a Radix-2 butterfly unit as well as a Radix-4 butterfly unit using our proposed subtract-multiplication units. Experimental results show that our proposed units improves the performance by a maximum of 13.92%, compared to a conventional one.

This paper is organized as follows: Section 2 proposes a subtract-multiplication unit utilizing selector logics; Section 3 proposes Radix-2 and Radix-4 butterfly units based on the proposed subtract-multiplication unit design; Section 4 demonstrates experimental results; Section 5 gives concluding remarks.
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2. Subtract-multiplication Operation Based on Selector Logics

Bit-level transformation is one of the methods to optimize design of arithmetic unit. In this section, we propose a bit-level transformation technique such that a selector logic can be applied to it.

2.1 Selector Logics

Let \( x, y, z \) and \( w \) be 1-bit variables. A selector logic is represented by an expression below:

\[
w = xz + yz
\]

The output value \( w \) is set to be \( x \) or \( y \) by using the selecting signal \( z \). This expression can be implemented by two logical ANDs and a logical OR. It can be also implemented by a “selector” unit where its area cost and delay are almost equal to those of two logical ANDs and a logical OR.

The output range of the selector logic is expressed by

\[
\max \{xz + yz\} - \min \{xz + yz\} \leq 1.
\]

In other words, it generates no carry-out, since the output of the selector logic becomes 0 or 1. Generally speaking, any arithmetic operation which has two or three 1-bit inputs and whose output range is greater than one generates a carry-out. For example, a full adder and a half adder used very often in arithmetic units must generate a sum and a carry-out. This means that, if we can perform a bit-level transformation for a given arithmetic operation such that a selector logic can be applied, carry propagation can be much reduced and thus its resultant arithmetic unit will be much faster.

2.2 Bit-level Transformation of Subtract-multiplication Operation Using Selector Logics

Now let us pick up a subtract-multiplication \( (a - b) \times c \), where \( a, b, \) and \( c \) are \( n \)-bit variables, and perform a bit-level transformation to it such that a selector logic can be applied to it. The input variables \( a, b, \) and \( c \) are represented by

\[
a = [a_{n-1}a_{n-2} \cdots a_0]_b = -a_{n-1}2^{n-1} + \sum_{i=0}^{n-2} a_i2^i,
\]

\[
b = [b_{n-1}b_{n-2} \cdots b_0]_b = -b_{n-1}2^{n-1} + \sum_{i=0}^{n-2} b_i2^i,
\]

\[
c = [c_{n-1}c_{n-2} \cdots c_0]_b = -c_{n-1}2^{n-1} + \sum_{i=0}^{n-2} c_i2^i.
\]

where \( a_k, b_k, \) and \( c_k \) \((k = 0, \cdots, n - 1)\) are 1-bit variables which represent \( k \)-th digit in \( a, b, \) and \( c \), respectively. Since we use here a 2’s complementary form, \(-c\) is expressed by

\[
-c = -c_{n-1}2^{n-1} + \sum_{i=0}^{n-2} c_i2^i + 1.
\]

Using Eqs. (3)–(6), we can compute \((a - b) \times c\) as:

\[
(a - b) \times c = a \times c + b \times (-c)
\]

\[
= \left( -a_{n-1}2^{n-1} + \sum_{i=0}^{n-2} a_i2^i \right) \times \left( -c_{n-1}2^{n-1} + \sum_{i=0}^{n-2} c_i2^i \right)
\]

\[
+ \left( -b_{n-1}2^{n-1} + \sum_{i=0}^{n-2} b_i2^i \right) \times \left( -c_{n-1}2^{n-1} + \sum_{i=0}^{n-2} c_i2^i + 1 \right)
\]

\[
= \sum_{i=0}^{n-2} \sum_{j=0}^{n-2} (a_i c_j + b_i c_j)2^{i+j} + a_{n-1}2^{n-1} \left( -\sum_{i=0}^{n-2} c_i2^i \right)
\]

\[
+ c_{n-1}2^{n-1} \left( -\sum_{i=0}^{n-2} a_i2^i \right) + b_{n-1}2^{n-1} \left( -\sum_{i=0}^{n-2} c_i2^i \right)
\]

\[
+ c_{n-1}2^{n-1} \left( -\sum_{i=0}^{n-2} b_i2^i \right) - b_{n-1}2^{n-1} + \sum_{i=1}^{n-2} b_i2^i
\]

\[
+ (a_{n-1}c_{n-1} + b_{n-1}c_{n-1})2^{2n-2}
\]

Using Eq. (6), we have:

\[
- \sum_{i=0}^{n-2} c_i2^i = -1 \cdot 2^{n-1} + \sum_{i=0}^{n-2} c_i2^i + 1
\]

\[
- \sum_{i=0}^{n-2} a_i2^i = -1 \cdot 2^{n-1} + \sum_{i=0}^{n-2} a_i2^i + 1
\]
Based on Eqs. (7) and (8), we finally have:

\[
\begin{align*}
\text{Eq. (7)} & = \sum_{i=0}^{n-2} \sum_{j=0}^{n-2} (a_i c_j + b_i b_j) 2^{i+j} + \sum_{i=0}^{n-2} b_i 2^i \\
& + \sum_{i=0}^{n-2} \left( (b_{n-1} c_i + a_{n-1} c_i) + (\overline{b}_{n-1} c_{n-1} + b_{n-1} c_{n-1}) \right) 2^{i+n-1} \\
& + (a_{n-1} c_{n-1} + b_{n-1} c_{n-1} - a_{n-1} c_{n-1} - b_{n-1} c_{n-1}) 2^{2n-2} \\
& + a_{n-1} 2^{n-1} + (c_{n-1} + \overline{c}_{n-1}) 2^{n-1}.
\end{align*}
\]

(9)

Assume that we sum up the generated partial products above using the Wallace tree\(^4\) and fast carry-propagate adder (CPA)\(^5\). If the number of inputs to the Wallace tree is increased, the area cost and delay of its circuit will also be increased. The key point here is how to reduce the number of inputs to the Wallace tree.

**How to Reduce Negative Terms:**

Let us focus on the terms in Eq. (9) whose coefficient is \(2^{2n-2}\). The two positive terms, \(a_{n-1} c_{n-1}\) and \(b_{n-1} c_{n-1}\), are assigned to the two 1-bit inputs to the \(2^{2n-2}\)-th digit of the Wallace tree. But the remaining four negative terms are assigned to the four 1-bit inputs to the \(2^{2n-2}\)-th digit and also to the \(2^{n-1}\)-th digit of the Wallace tree, because we have to consider the “sign bits.” Its overhead may be large. Thus we perform a bit-level transformation to the term in Eq. (9) whose coefficient is \(2^{2n-2}\) as follows:

\[
\begin{align*}
(a_{n-1} c_{n-1} + b_{n-1} c_{n-1} - a_{n-1} c_{n-1} - b_{n-1} c_{n-1}) & = (a_{n-1} c_{n-1} - a_{n-1} + 1) - (b_{n-1} c_{n-1} - b_{n-1} + 1) - 1 \\
& = (a_{n-1} c_{n-1}) + (b_{n-1} c_{n-1}) - 2.
\end{align*}
\]

(10)

Assigning Eq. (10) to Eq. (9) leads to:

\[
\begin{align*}
\text{Eq. (7)} & = \sum_{i=0}^{n-2} \sum_{j=0}^{n-2} (a_i c_j + b_i b_j) 2^{i+j} \\
& + \{(a_{n-1} c_{n-1} + (b_{n-1} c_{n-1})) 2^{2n-2} \\
& + (a_{n-1} c_{n-1} + b_{n-1} c_{n-1} - a_{n-1} c_{n-1} - b_{n-1} c_{n-1}) 2^{2n-2} \\
& + a_{n-1} 2^{n-1} + (c_{n-1} + \overline{c}_{n-1}) 2^{n-1}.
\end{align*}
\]

(11)

(12)

(13)

(14)

(15)

(16)

Since Eqs. (11)–(16) have only one negative terms, the input bits of the Wallace tree become \((2n^2 - 4n + 2)\) bits for Eq. (11), 2 bits for Eq. (12), \(4n - 4\) bits for Eq. (13), \(n - 1\) bits for Eq. (14), \(2\) bits for Eq. (15), and \(1\) bits for Eq. (16). The total number of input bits becomes \((2n^2 + n + 2)\).

**How to Reduce Partial Products Using Selector Logics:**

Next let us focus on the underlined terms in Eqs. (11), (12), and (13). Since they have a form which is completely the same as the selector logic in Eq. (1), they can be implemented by selectors. A selector logic directly computes each of the underlined terms in Eqs. (11), (12) and (13), and then the total number of inputs to the Wallace tree can be decreased to \((n^2 + n + 2)\) if we use selector logics to pre-compute them. Since selector logics generate no carry-outs, this pre-computation can be done very fast.

Using these bit-level transformation and selector logics, carry propagations in both subtraction and multiplication are combined and then the subtraction-multiplication operation can be designed by a very fast circuit compared to conventional ones, where subtraction and multiplication are separately implemented and thus carry propagation is required for each of subtraction and multiplication.

**Figure 1** shows an example of partial products generated from bit-level transformation with \(n = 8\). “Digit” is shown in the first row and partial products is shown in the subsequent rows. For example, five partial products: \(a_{11} c_0, b_1 \overline{c_0}, a_{00} c_1, b_0 \overline{c_1}\), and \(b_1\) are generated at 2-th digit. But \((a_{11} c_0, b_1 \overline{c_0})\) and \((a_{00} c_1, b_0 \overline{c_1})\) are compressed from 4 bits to 2 bits by pre-computing them us-
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Fig. 1 Partial products generated for an 8-bit subtract-multiplication operation using selector logics. Each box shows "a partial product" to be added up.

ing two selectors. Consequently total number of partial products at $2^1$-th digit is decreased from five to just three.

3. Selector-Based Butterfly Unit

A Radix-2 or Radix-4 butterfly operation is widely used in fast fourier transform (FFT) processing, whose input is two complex numbers or four complex numbers. The speed of FFT processing is much limited by subtract-multiplication operations in butterfly operation. How to implement a Radix-2 and Radix-4 operations is an important key in speeding-up FFT processing.

In this section, we propose a novel Radix-2 or Radix-4 butterfly unit using the subtract-multiplication unit proposed in Section 2. In this design, the butterfly unit will be faster than the one using a naive subtract-multiplication design.

3.1 Radix-2 Butterfly Operation

The discrete fourier transform (DFT) of length $N$ is expressed as follows:

$$ X(k) = \sum_{s=0}^{N-1} x(s) W_N^{ks} \left( W_N = e^{-j \frac{2\pi}{N}} \right), \quad (17) $$

where $x(s)$ is an input signal, $X(k)$ is an output signal, and $k = 0, 1, \cdots, (N - 1)$. Using the Radix-2 based decimation-in-frequency algorithm, Eq. (17) is decomposed into:

$$ X(2m) = \sum_{s=0}^{N/2-1} \left\{ x(s) + x(s + \frac{N}{2}) \right\} W_N^{ms} W_N^{m} $$

$$ X(2m + 1) = \sum_{s=0}^{N/2-1} \left\{ x(s) - x(s + \frac{N}{2}) \right\} W_N^{ms} W_N^{m} \quad (18, 19) $$

Then, Eqs. (18)–(19) can be considered to be DFT of length $N/2$, whose inputs are $x_e(s)$ and $x_o(s)$. This means that Eq. (17) can be decomposed into two DFT operations. By recursively applying this decomposition, we can finally have DFT of length 2 where multiplication is executed $N \log N$ times. That is more effective than Eq. (17) where multiplication is executed $N^2$ times. This is a basic concept of FFT.

Equations (20)–(21) are calculated in parallel by most FFT hardware architectures. They are called the Radix-2 butterfly operation described as shown in Fig. 2 (i).

$$ x_e(s) = x(s) + x(s + \frac{N}{2}) \quad (20) $$

$$ x_o(s) = \left\{ x(s) - x(s + \frac{N}{2}) \right\} W_N^{s} \quad (21) $$

where $A$, $B$, $C$, $D$, $a$, $b$, $c$, $d$, $e$, and $f$ show real variables and $j$ shows "an imaginary unit." $a$, $b$, $c$, $d$, $e$, and $f$ can also be represented by the form of bit-level variables as in Eqs. (3)–(5).

3.2 Radix-2 Butterfly Unit Based on Selector Logics

Let us focus on the operations surrounded by the dashed lines (a-1) and (b-1)
in Fig. 2 (i). Since these nodes show subtract-multiplication operations, we can implement them using the selector-based subtract-multiplication unit shown in Section 2, which can lead to low latency compared with conventional implementations.

However, if we apply the selector-based subtract-multiplication units to (a-1) and (b-1) in Fig. 2 (i) separately, we require carry propagations for (a-1), (b-1), and (c-1). In order to avoid this situation, we will perform bit-level transformation for both (a-1) and (b-1) simultaneously so that all the partial products from (a-1) and (b-1) can be inputted into a single Wallace tree.

Based on this discussion, the Radix-2 butterfly operation can be transformed into:

\[
C = (a - c)e + (d - b)f \\
= \sum_{i=0}^{n-2} \sum_{j=0}^{n-2} (a_i e_j + c_i e_j) 2^{i+j} + \sum_{i=0}^{n-2} c_i 2^i + \sum_{i=0}^{n-2} \left\{ (c_{n-1} e_i + a_{n-1} e_i) + (\overline{c_{n-1} e_i + a_{n-1} e_i}) \right\} 2^{i+n-1} + \sum_{i=0}^{n-2} \sum_{j=0}^{n-2} (d_i f_j + b_i f_j) 2^{i+j}
\]

Equation (23) generates many partial products but they are added up by using a single Wallace tree. The last stage of the Wallace tree can use a fast CPA. Similarly, the output D which consists of operations surrounded by the dashed lines (a-2), (b-2), and (c-2) can be computed by using selector logics. The block diagram of this Radix-2 butterfly unit design is shown in Fig. 2 (ii).

3.3 Radix-4 Butterfly Operation

Equation (17) can also be expressed as follows:

\[
X(4m) = \sum_{s=0}^{N/4-1} \left\{ x(s) + x(s + N/4) + x(s + 2N/4) + x(s + 3N/4) \right\} W_{N/4}^{ms}
\]

\[
X(4m + 1) = \sum_{s=0}^{N/4-1} \left\{ x(s) - jx(s + N/4) - x(s + 2N/4) + jx(s + 3N/4) \right\} W_{N/4}^{ms} W_N
\]

\[
X(4m + 2) = \sum_{s=0}^{N/4-1} \left\{ x(s) - x(s + N/4) + x(s + 2N/4) - x(s + 3N/4) \right\} W_{N/4}^{ms} W_{2N}
\]

\[
X(4m + 3) = \sum_{s=0}^{N/4-1} \left\{ x(s) + jx(s + N/4) - x(s + 2N/4) - jx(s + 3N/4) \right\} W_{N/4}^{ms} W_{2N}^3
\]

(24)

Each of X(4m), X(4m + 1), X(4m + 2), and X(4m + 3) (m = 0, ···, (N/4) − 1) is DFT of length N/4. As in the discussion in Section 3.1, we can finally have
In this figure, the Radix-4 butterfly operation DFT of length 4 if we apply this decomposition to Eq. (17) recursively.

Equation (24) are calculated in parallel by most FFT hardware architectures. Let us focus on the operations surrounded by the dashed line in Fig. 4. Since they have the same structure with the Radix-2 butterfly operation shown in Section 3.2, they can be implemented by using the selector-based operation unit.

First, let $A$ be $(a + d)$, $B$ be $(e + h)$, $C$ be $(c + f)$, $D$ be $(b + g)$, $E$ be $v_1$, and $F$ be $w_1$ (see Fig. 4). Then we have the form of $\text{Re} X(4m + 1) = (A - B) \times E + (C - D) \times F$, which is completely the same as Eq. (23). Then $\text{Re} X(4m + 1)$ is transformed into:

$$
\text{Re} X(4m + 1) = (A - B) \times E + (C - D) \times F
$$

$$
= \sum_{i=0}^{n-1} \sum_{j=0}^{n-2} \{(A_i E_j + C_i E_j) + (D_i F_j + B_i F_j)}2^{i+j} + \sum_{i=0}^{n-1} (C_i + B_i)2^i
$$

$$
+ \sum_{i=0}^{n-1} ((C_n E_i + A_n E_i) + (B_n F_i + D_n F_i))2^{i+n}
$$

$$
+ \sum_{i=0}^{n-1} \{(\overline{A}_{i}E_{n-i} + \overline{C}_{i}E_{n-i}) + (\overline{D}_{i}F_{n-i} + \overline{B}_{i}F_{n-i})2^{i+n-1}
$$

$$
+ \{(C_{n-1}E_{n-1}) + (A_{n-1} E_{n-1}) + (B_{n-1}F_{n-1}) + (D_{n-1} F_{n-1})}2^{2n-1}
$$

$$
- 2^{2n+1} + (A_{n-1} + D_{n-1})2^n + 2^n.
$$

Equation (26) is implemented by selector logics to generate partial products and Wallace tree to add up them in the same way as the case of Eq. (23). Figure 4 (a) describes the block diagram of this computation. Eq. (26) refers only the nodes surrounded by the dashed line in Fig. 4 (a). Then, we call it Radix-4 partial transform.
Equation (26) may be effective but its total delay time becomes the sum of addition and subtract-multiplication as shown in Fig. 4 (b). This is because the four additions in Fig. 4 (b) at the first stage still remain. Thus we modify the addition and subtract-multiplication as shown in Fig. 4 (b). This is because the operations are moved upward and then we can see four subtract-multiplication operations there. This means that four subtract-multiplication operations can be done simultaneously and, after that, their partial products can be summed up.

Based on the above discussion, \( Re X(4m+1) \) can be transformed according to the data flow in Fig. 5 (a) as follows:

\[
Re X(4m+1) = \sum_{i=0}^{n-2} \sum_{j=0}^{n-2} \left( (a_i V_j + c_i V_{j-1}) + (d_i V_j + h_i V_{j-1}) + (b_i W_j + c_i W_{j-1}) + (g_i W_j + f_i W_{j-1}) \right) 2^{i+j} + \sum_{i=0}^{n-2} \left( (e_{n-1} V_i + a_{n-1} V_{i-1}) + (\overline{e_{n-1}} V_{i-1} + \overline{c_{n-1}} V_{i-1}) + (h_{n-1} V_i + d_{n-1} V_{i-1}) + (\overline{h_{n-1}} V_{i-1} + \overline{d_{n-1}} V_{i-1}) + (f_{n-1} W_i + g_{n-1} W_{i-1}) + (\overline{f_{n-1}} W_{i-1} + \overline{g_{n-1}} W_{i-1}) \right) 2^{i+n-1}
\]

Equation (27) is also implemented by selector logics to generate partial products and Wallace tree to add up them. Since Eq. (27) transforms all the nodes in the basic data flow in a Radix-4 operation, we call it \textit{Radix-4 complete transform.}

Figure 5 (b) describes the block diagram of this computation.

In Fig. 5 (b), we do not need additions at the first stage unlike the one in Fig. 4 (b), since we generate all the partial products directly. Although the number of partial products increases to the double in this computation, it can run faster than configuration as shown in Fig. 4.

As in Fig. 3, \( Re X(4m+1), Im X(4m+1), Re X(4m + 2), Im X(4m + 2), Re X(4m+3) \) and \( Im X(4m+3) \) have the same operation structure and can be calculated by the same data flow as shown in Fig. 4 (a), which shows the case of \( Re X(4m+1) \).

4. Experimental Results

We have compared our selector-based subtract-multiplication units with the ones using three conventional methods:

\textbf{Method 1 (arithmetic operators):} In Method 1, we use conventional arithmetic operators such as plus (+), minus (−) and multiply (×). In our experiences, Design Compiler using arithmetic operators synthesizes very much fast arithmetic circuits based on many optimizing techniques.

\textbf{Method 2 (without selector logics):} Without using selector logics, all the partial products generated by \((a - b) \times c\) are added up by the Wallace tree.

\textbf{Method 3:} In the computation of \((a - b) \times c\), each digit of \((a - b)\) becomes 0, 1, or (−1). This means that its partial product becomes 0, c, or (−c), according to the result of \((a - b)\). Adding up these partial products leads to the result of \((a - b) \times c\). This approach must look very natural to many LSI designers.
We used Design Compiler Version B-2008.09-SP4 with the cell libraries in STARC CMOS 90 nm to synthesize them where its objective function is to minimize their delays with no area constraints.

Experimental results for synthesizing a subtract-multiplication unit are shown in Table 1. All the synthesized units using our proposed selector logics have smaller delays than those using other designing methods. Particularly, the 8-bit subtract-multiplication unit using our selector logics speeds up by 13.92% in comparison with that using Method 1. Furthermore, Method 1 and Method 2 generally have better performance than Method 3 when the word length is larger.

Then we have compared our selector-based Radix-2 and Radix-4 butterfly units with Method 1 and Method 2. Synthesizing conditions are the same as the previous case. Tables 2 and 3 show the comparison results. In these tables, all the synthesized units using our proposed selector logics also have smaller delays than Method 1 and Method 2. The 8-bit Radix-4 butterfly unit using our selector logics speeds up by 0.16 nsec.

Overall, our speedup ratio is approximately 10% on average compared with Method 1. Area overhead is approximately 50% on average compared with Method 1.

5. Conclusions
In this paper, we have proposed a fast subtract-multiplication unit by using selector logics. The proposed subtract-multiplication unit reduces the number of partial products from \((2n^2 + n + 2)\) to \((n^2 + n + 2)\), where \(n\) shows the input bit width. We can apply the proposed subtract-multiplication unit to any applications using subtract-multiplication operations, such as butterfly units and FFT units.

Experimental results show that our proposed subtract-multiplication unit, Radix-2 butterfly unit, and Radix-4 butterfly unit outperforms the conventional implementations using arithmetic operators by an average of 10.33%, and a max-
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In the future, we will develop an automatic synthesis algorithm targeting bit-level transformation and selector logics.
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