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We propose an active learning framework which requires human annotation only in the ambiguous parts of the sequence. In each iteration of active learning, a set of tokens from the ambiguous parts are manually labeled while the other tokens are left unannotated. Our proposed method is superior to the method where unambiguous tokens are automatically labeled. We evaluate our proposed framework on chunking and named entity recognition data provided by CoNLL. Experimental results show that our proposed framework outperforms the previous work using automatically labeled tokens, and almost reaches the supervised $F_1$ with 6.37% and 8.59% of tokens being manually labeled, respectively.

1. Introduction

The supervised learning is well-known to produce a highly accurate result with the traded-off expense of data annotation. In some tasks such as document polarity classification, data annotation is not difficult and does not require an expert to perform the job. However, tasks such as part-of-speech tagging are complex and require an expert to label the training data. In such cases, the cost of annotation is extremely high and may not be affordable.

Active learning4) is proposed to reduce the annotation cost from conventional supervised approaches by elaborately selecting and annotating a set of informative samples for training. The key of success in annotation cost reduction of active learning relies on a query strategy which will return a small set of highly informative samples. We can train a model only on the informative set and achieve the comparable performance to the model trained on the whole training set.

Sequence labeling is a kind of structural learning where a sequence structure constructed of tokens. The objective of the task is to find a label sequence of an input sequence where each output label correspond to an input token. The task is not trivial since each output does not only depend on the input sequence but also depends on output of the other input tokens. Its complex structure is also the reason of high annotation cost.

We use a classifier, specifically called an annotator or tagger for a sequence labeling task, to predict a label output of each token in the sequence. Each label is usually predicted with different confidence level. In supervised learning, an annotator will manually label all tokens in a sequence regardless of its prediction confidence. However, we may reduce the annotation by only labeling tokens with low confidence. The method turns to be semi-supervised learning.

In this paper, we adopt the conditional random fields (CRFs) which is the state-of-the-art method in sequence labeling as our tagger. However, the conventional CRFs requires the training sequence to be fully labeled.7) We cannot directly adopt the conventional CRFs if we only label the low confidence tokens. One solution is to fill the partially labeled sequences with the model prediction,16) but the model prediction may not be accurate, especially in early iterations. Adding such incorrectly labeled tokens into the training set will result in poor tagger. We propose an active learning framework on partially labeled sequences. We can train the tagger in each iteration using the modified the CRFs which can estimate the model parameters from partially labeled sequences.18) As the model become more accurate in later iterations, the prediction errors in early iteration may be automatically fixed.

The organization of the rest of the paper is as follows. We start discussing related work to our proposed framework in section 2. Section 3 is devoted to the parameter estimation of conditional random fields (CRFs) which is the tagger adopted in our framework. In section 4, we describe our proposed annotation settings in detail. Section 5 contains the experiments, discussion and analysis of the result. Finally, we conclude our contribution and discuss the future work in section 6.
2. Related work

Semi-supervised learning benefit from the high accurate but costly labeled data, and noisy but cheap unlabeled data. Self-training may be the simplest semi-supervised technique where we create the pseudo-labeled data from unlabeled data using the model trained on the labeled set. However, we can achieve little improvement by this method especially when we have a small amount of labeled data. Since we assume that the unlabeled set has the same distribution as the labeled set, we can learn little new information from the unlabeled data. Actually, we can apply an unsupervised learning method to train a tagger from the unlabeled set. When we have both labeled and unlabeled data, we can separately train a tagger from each type of data and combine them together using ensemble methods. We can also train a tagger using both types of data at the same time by assigning each type of data with its appropriate parameters. Another approach is to learn the general concept from one type of data and and refine the tagger using labeled data. The difficulty of labeling is often caused by the dependency between substructures. Obtaining partially labeled data in structural learning may be easier than obtaining the fully labeled data. Although we know only the information from a part of a sample, we can find the information from the other parts in another sample. Therefore, we can also train a model on partially labeled data. The idea is also applicable to the domain adaptation task where different domains share some general information. We only need to provide the domain specific information from the target domain data, and gather the general information from the source domain data.

The current model may already be able to predict the correct output of some samples. In other words, these samples contain little new information for the training. We define such samples as uninformative samples and may limit the annotation effort on these samples. We can measure the informativeness of a sample in several ways. Settles and Craven have analyzed several active learning strategies for fully labeled sequence labeling task. For a structural sample which consists of substructures, the model may already be able to predict only a part of the sample. Hence, we can further reduce the annotation cost by changing the labeling from the whole structure labeling to substructure labeling.

Bootstrapping is closely related to active learning in the way that new samples are selected and added to the training set in each iteration. In contrast to active learning, bootstrapping requires no human annotation effort. Therefore, bootstrapping strategy will select new samples whose prediction confidence is rather high to avoid labeling errors. Although bootstrapping requires less annotation cost than active learning, the performance of bootstrapping is still far poorer than that of the active learning, which exploits expensive annotated data.

3. Conditional Random Fields

The objective of the sequential labeling task is to find an output label sequence $y = (y_1, ..., y_T) \in Y$ of the input sequence $x = (x_1, ..., x_T) \in X$. $T$ is the length of the sequence. $X$ and $Y$ are the sets of all possible input and output sequences, respectively. We will learn the mapping: $X \rightarrow Y$.

The conventional CRFs proposed in 7) model the conditional probability of output label sequence $y$ given input sequence $x$ as:

$$P_y(y|x) = \frac{e^\theta \Phi(x,y)}{Z_{\theta,x,Y}},$$

where $\Phi(x,y) : X \times Y \rightarrow R^d$ is a function from a pair of input sequence $x$ and output sequence $y$ to a feature vector of $d$ dimensions. $Z_{\theta,x,Y}$ is the normalizing factor defined by:

$$Z_{\theta,x,Y} = \sum_{y \in Y} e^{\theta \Phi(x,y)}.$$

Let $\alpha_j$ be the probability of the prefix sequence until position $j$, called the forward probability:

$$\alpha_j(y) = \sum_{y''} (\alpha_{j-1}(y'') p_t(y'', y') p_s(y')),$$

$$\alpha_1(y') = p_s(y').$$

Let $\beta_j$ be the probability of the suffix sequence from position $j$, called the backward probability:

$$\beta_j(y') = \sum_{y''} (p_t(y', y'') p_s(y'')) \beta_{j+1}(y'')),$$

$$\beta_T(y') = 1.$$

$p_t(y', y'')$ is the transition probability from label $y'$ to label $y''$. $p_s(y')$ is the
output probability of label $y'$. We can efficiently compute $Z_{\theta,x,Y}$ by

$$Z_{\theta,x,Y} = \sum_{y' \in Y_i} \alpha_i(y') \cdot \beta_i(y')$$

where $Y_i$ is all possible labels of $y_i$.

$\theta \in \mathbb{R}^d$ is a set of model parameters. For a set of $N$ training sequences $\{[x^i,y^i]\}$, the learning process will maximize the following log likelihood function:

$$LL(\theta) = \sum_{n=1}^{N} \ln(P_\theta(y^{(n)}|x^{(n)})$$

We can apply standard optimization techniques such as L-BFGS \(^{8}\) or SGD \(^{9}\) to the objective function in (2).

Given a partially labeled sequence or ambiguously labeled sequence $L$, let $Y_L$ be the set of all possible output sequences consistent with $L$. We follow 2), 18) to estimate the probability of $Y_L$ given $x$ by

$$P_\theta(Y_L|x) = \sum_{y \in Y_L} P_\theta(y|x) \cdot$$

Using (3), the log likelihood in (2) is modified to

$$LL(\theta) = \sum_{n=1}^{N} \ln P_\theta(Y_{L^{(n)}}|x^{(n)})$$

$$= \sum_{n=1}^{N} \ln \sum_{y \in Y_{L^{(n)}}} e^{\theta \Phi(x^{(n)},y)}$$

$$= \sum_{n=1}^{N} \ln \sum_{y \in Y_{L^{(n)}}} P_\theta(y|x^{(n)}) = \ln \sum_{y \in Y} P_\theta(y|x^{(n)})$$

$$= \sum_{n=1}^{N} \ln Z_{\theta,x^{(n)},Y_{L^{(n)}}} - \ln Z_{\theta,x^{(n)},Y}$$

$x^{(n)}$ and $L^{(n)}$ are $n^{th}$ input sequence and a set of all possible output sequence, respectively. $Z_{\theta,x^{(n)},Y_{L^{(n)}}}$ can be computed by the forward-backward algorithm similar to the one used for $Z_{\theta,x,Y}$. We then apply the standard optimization techniques to (4) as done in (2).

4. Proposed Framework

In active learning, we start labeling from the sequences with low output probability since such sequences are likely to contain more information than sequences with high output probability. However, there are several possible output sequences for an input sequence. In order to compare the probability among input sequences, we compare the probability of the Viterbi sequence of each input. The Viterbi sequence, $\hat{y}$, is defined by

$$\hat{y} = \arg \max_{y} P(y|x).$$

The Viterbi sequence probability is calculated by (1). We rank sequences in the training set by its Viterbi sequence probability and extract all informative tokens from the top $q$ sequences as the queried set for labeling. After a sequence is extracted and labeled, we will not re-label any tokens in the sequence.

When a model predicts an output of a token with low confidence, the token may contain crucial information which is previously unknown to the model. As a result, we should give the information to the model by manually labeling the token. We call such a token as **informative**. In contrast, if the current model is already able to predict output of a sample with high confidence, there is little new information that the token can contribute to the training. Therefore, we call such a token as **uninformative** and will not spend annotation cost on it.

We define the prediction confidence of each token in the Viterbi sequence by its marginal probability:

$$P_\theta(y_j|x) = \alpha_j(y_j|x) \cdot \beta_j(y_j|x)/Z_\theta(x,Y),$$

where $\alpha$ and $\beta$ are the forward and backward probabilities defined in section 3. A token with the confidence less than the threshold, $\delta$, is regarded as an informative token.

Tomanek and Hahn proposed to automatically label uninformative tokens by the model prediction.\(^{16}\) The method is called Semi-Supervised Active Learning system (SeSAL). However, we have discussed that the automatically predicted labels may not be correct. Instead, we propose a Partial annotation setting (Partial), where high confidence tokens are left unannotated. We can train the tagger using partially labeled sequences using the modified objective function of CRFs in (4). Since we do not explicitly label any high confidence tokens, there is a chance that the prediction errors in early iterations may be fixed after the tagger becomes more accurate in later iterations.
5. Experiments and Result

5.1 Data and Evaluation

We perform experiments on 2 datasets, CoNLL-2000 Chunking task and CoNLL-2003 named entity recognition task. The feature templates for each data set are shown in Table 1. Each template is shown in a bracket. $w_i$ and $lw_i$ is a word and lowercase word at position $i$ in a sentence. $p_i$ is the part-of-speech (POS) of $w_i$. $c_i$ is a chunk type, e.g., an NP chunk. $wtp$ is the word type described in Table 2. $pw[c_i]$ and $sw[c_i]$ are $c$ character prefix and suffix of word $w_i$. $y_i$ is an output label of $w_i$. Each label is either in the format of Begin-Chunk, Inside-chunk or Outside chunk, e.g., B-NP is the beginning token of an NP chunk. We analyze the proposed annotation setting using CoNLL-2000 chunking task dataset, but simplify the task to noun phrase chunking. Hence, we have 3 types of label in this simplified set, B-NP, I-NP, and O.

We analyze the performance of active learning by learning curve between $F_1$ and the human annotation cost. There are several methods to measure the annotation cost. Some complex methods are suggested in (5), (17). However, we simply use the number of manually labeled tokens as the annotation cost since it is believed to be a good approximation.

Apart from $F_1$, we also analyze the correctness of each model using prediction errors in the training set. If a model can precisely predict labels in the training set, it is likely that the model will also precisely predict the labels in the test set. We plot the correlation between percent of prediction errors in the training set and $F_1$ on the test set in Fig. 1. The correlation between prediction errors and $F_1$ is -0.99. In order to achieve the supervised $F_1$, the model should produce errors in the training set less than 2%.

In all experiments, we start active learning with 50 longest sequences and query for new 50 sequences in each iteration. The confidence threshold, $\delta$, is set to 0.99.
if not explicitly specified.

5.2 Baseline systems

There are 5 baseline systems in our experiments.

Sup: The first baseline is the supervised \( F_1 \) (Sup) trained on the whole training set. The Sup baseline is the upper-bound of all systems.

Sup-Init: The second baseline is also a supervised system but is trained on only the initial set of active learning (Sup-Init). Therefore, the Sup-Init is the lower-bound baseline for all systems.

Self: The third baseline is self-training (Self). Only the initial set is manually labeled. We automatically label the other sequences using the model prediction.

FuSAL: The fourth baseline is a fully supervised active learning system (FuSAL) where all tokens in each sequence are manually labeled. Hence, after we label the whole training set, FuSAL become exactly the Sup system.

SeSAL: The last baseline is a semi-supervised active learning (SeSAL) proposed in 16) where low confidence tokens are manually labeled and high confidence tokens are automatically labeled by the model prediction.

We compare each baseline system in Fig.2 and Fig.3. Note that the \( F_1 \) of Sup, Sup-Init, and Self do not vary since the number of manually labeled tokens is fixed. We just draw straight lines of these settings for reference. Self gained slight improvement of \( F_1 \) over Sup-Init with no additional annotation effort. Both FuSAL and SeSAL achieved higher \( F_1 \) than Self with little amount of annotation cost. Although SeSAL achieved rather high \( F_1 \) using few labeled tokens, the highest \( F_1 \) of SeSAL did not reach the supervised \( F_1 \) level. On the other hand, FuSAL requires more tokens to be labeled but achieved the supervised \( F_1 \) using approximately 75% of labeled tokens in the training set. We can see from Fig.3 that errors in the training data of SeSAL was more than 2% which then prevented the tagger from achieving the supervised \( F_1 \).

5.3 \( F_1 \) and the Annotation Cost

From Fig.4, both SeSAL and Partial achieved similar \( F_1 \) if the same number of labeled tokens are provided. However, Partial requires more annotation cost for the while training set and achieved higher \( F_1 \) than SeSAL. We can also see from Fig.5 that the expected errors of Partial continued decreasing to 1.2% which is low enough to achieve the supervised \( F_1 \). We can conclude that some labeling errors in early iterations are recovered in later iterations after more tokens are manually labeled.

5.4 Effect of the Confidence Threshold

With high confidence threshold settings, the tagger becomes more reliable with the traded-off of the human annotation cost. From the result in Fig.6, the curve with low threshold, \( \delta = 0.60 \), stopped early before reaching the supervised \( F_1 \). We argue that there are too few tokens being manually labeled resulting in many errors in the training set. When we increased the threshold, there were more tokens being labeled and the tagger achieved higher \( F_1 \). With the highest threshold, \( \delta = 0.99 \), the learning curve of Partial finally reached the supervised
However, there are too many incorrectly labeled tokens included in the training set and prevent $SeSAL$ explicitly labeled in $F$ from achieving the supervised $F_1$.

5.5 Result on Chunking and Named Entity Recognition

Finally, we perform experiments on full chunking and named entity recognition tasks. Figure 7 and Fig. 8 show that our proposed algorithm consistently outperforms $SeSAL$ in both datasets. The $F_1$ of our proposed framework almost reached the supervised $F_1$ with only 5-10% of tokens being manually labeled.

6. Conclusion and Future Work

We have proposed a partial annotation setting for sequence labeling which requires few manually labeled tokens to achieve the supervised $F_1$. The key of our annotation is the parameter re-estimation on partially labeled sequences which can recover the prediction errors from previous iterations. We are also planning to extend our work to more complex structures such as trees or graphs based on the similar idea.

One can refine this work on the tagger itself since training CRFs is time consuming. A light-weight tagger such as perceptron might be more suitable to active learning than CRFs. Moreover, the annotation cost modeling must be more realistic, especially represents the time required in the annotation in order to adjust the appropriate query size parameter.
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