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Abstract Automatic tone recognition of Mandarin continuous speech is still far from a resolved task due to complex feature variations for 

the five tones. In this paper we propose to integrate two independent techniques together to challenge the task: The first one is the tone 

nucleus modeling that specifies a critical segment in the FQ contour of a syllable to avoid influences from transitional Fo loci. Here, a 

method of automatically detecting tone nucleus is crucial. We have developed such a method. The second one is to adopt MLP (Multi-layer 

Perceptron) as tone recognizer to accept heterogeneous features correlated to tones but difficult to be used in a HMM (Hidden Markov 

Model) tone recognizer. Experiments showed: When the two individual techniques were adopted independently, HMM-based tone nucleus 

modeling got 14.5% tone recognition error, and MLP recognizer got 14.1%. On the other hand, the integrated approach achieved a relative 

error reduction by about 10%, and got 12.8% tone recognition error. The improved performances indicate the proposal is at a right direction. 

Keyword Mandarin, Tone Recognition, Tone Nucleus model, Automatic Tone Nucleus Extraction, MLP. 
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1. Introduction 

Each Mandarin syllable is pronounced with a pitch tone 

to manifest a specific morpheme. There are four lexical 

tones (Tone I to Tone 4) and a neutral tone (Tone 5). The 

number of tonal syllables is about 1,300, and it is reduced 

to about 410 when tone discriminations are discarded [1]. 

Fundamental frequency (hereafter F0) is the major 

acoustic feature to manifest the four basic tones [1,2], and 

a short duration seems more likely to characterize a 

neutral tone [I]. Although F0 contours show rather stable 

patterns for isolate tones, those of continuous speech may 

vary significantly from those isolate tones [2,9]. This is 

because FOs are also used to convey other information 

simultaneously including high-level intonation structure 

like prosody phrasing, sentence foci and etc. besides 

lexical tones [2,3,9]. The nature of FOs is inherently 

interplayed. 

Automatic tone recognition or classification is 

desirable for building Mandarin speech recognition and 

understanding systems: First, tone information helps to 

reduce the problem of homophone words during acoustic 

matching. Second, as sentence FOs are rather varied by 

underling tones, the tone information is necessary for 

automatically detecting other information like high-level 

intonation structures from the F0 contours. Such kind of 

information is important for understanding "rich 

information" transmitted from speakers [4]. 

Efforts on tone recognition have been continuously 

made along two lines in the past decades [5-8]: The first 

line is to check different F0 normalization methods to 

suppress effects of substantial F0 variations. Among a 

number of methods. Tone Nucleus model [7,8] defines 

sentential FOs as the concatenation of target points (two 

per tone), tone nuclei (F0 loci between two in-tone targets) 

and transition loci, and suggests using features of tone 

nuclei for tone recognition. Compared with other methods, 

it not only provides a clear linguistic meaning for the 

normalization process, but also shows explicit potentials 

for detecting intonation structure from the target points. 

Papers [7,8] reported tone recognition studies by HMM 

based tone nucleus models. The second line of efforts is 

to look for appropriate tonal acoustic models and 

recognizer. Previous studies have tried linear regression 

model, Gaussian mixture model, HMM, Neural network 

(NN) and etc. Compared with other methods like HMM, 

NN has a capability to exploit heterogeneous features 

including both continuous and categorical variables, and 

showed good tone recognition performances in [5, 6, 10]. 

To achieve better tone recognition performance, we 

propose that it is a good try to integrate the two 

above-mentioned efficient approaches. The reasons lie in 

that: the tone nucleus approaches in [7,8] used HMM as 

the basic tone models, but HMMs are difficult in 

incorporating other features like duration and category 

ones than frame synchronized ones. However, we know 

that short duration is an important characteristic of the 

neutral tone, and syllable positions in a sentence have 

significant influences on their FOs [2,9]. The low 

performances of the neutral tone in [7,8] might be 

improved by exploiting these features. For this purpose, 

NN is a good choice. On the other hand, simple F0 

normalizations in the NN studies of [5,6] failed to provide 

a clear linguistic meaning, thus limited further 

improvements and application of the approach. If tone 

nucleus modeling can be successfully integrated with NN 

approach, the integration will become a potentially good 

solution to the problem of high-level prosody information 

detection. 

This paper integrates the two approaches of tone 

nucleus modeling and MLP neural network for tone 

recognition: Section 2 introduces the Tone Nucleus model 

and the procedure of automatic tone nucleus extraction. 

Section 3 illustrates our MLP based tone recognizer. 

Section 4 presents experimental database, comparative 

baseline systems and experimental results. Section 5 

discusses the experimental results and finally we 

conclude the paper in Section 6. 

2. Tone Nucleus Modeling 

2.1. Tone Nucleus Model 

The Tone Nucleus model is a linguistic framework 

proposed in [7], which offers a possible systematic 

framework to deal with F0 variations that result from both 

articulatory constraints and confounded intonation 

function, for tone recognition and intonation function 

detection. 

As illustrated in Fig. 1, a syllable F0 contour could be 

divided into three segments: onset course, tone nucleus 

and offset course. Tone nucleus is a piece of F0 contour 

that represents pitch targets of the lexical tone, which 

contains the most critical information for tonality 

perception. Onset course is the asymptotic F0 transition 

locus to the tone-onset target from a preceding vocal 

cords' vibration state. Offset course is the F0 transition 

locus from the tone-offset target to a succeeding vocal 

cords' vibration state. 
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FO 
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Fig.l. Illustration of tonal FO contours with possible 

articulatory transitions for Tones 1, 2 and 4. The left and 

right vertical sticks in each contour correspond to the 

possible tone onset and offset locations, and the three FO 

segments delimited by tone onset and offset are onset 

courses, tone nuclei and offset courses, depicted as C|, c2 

and c3. 

2.2. Automatic Tone Nucleus Extraction 

Tone nucleus modeling suggests to use features from 

tone nuclei for tone recognition [7,8]. For the purpose, 

tone nuclei must be located in sentential FO contours 

before recognition. Fig.2 illustrates our algorithm for tone 

nucleus extraction, which is modified from the original 

one in [7]. 

Major steps of the algorithm in [7] include: First, 

segmentation initialization. The observation sequence, O 

~ (O\O2-.<>\) calculated for the given syllable's voiced 

part, is divided into 3 segments with lengths of ii|. n2 and 

n; frames. Then, the sub-sequence of segment i is 

assumed to have the probability density function of the 

multivariate Gaussian &„ whose mean-vector //, and 

covariance matrix <T, are given by: 

1 

Second, re-segmentation using the segmental K-means 

quantization algorithm [7] and rc-estimation of4>, until 

convergence. 

Acoustic features 

of one syllable^ 

n: sample number of input feature 

rt|: .sample number of onset 

n< sample number of nucleus 

nv sample number of offset 

I: number of segments 

Segmentation 

Initialization 

2~ 7n/15 jn j~n/5 

Maximum Likelihood 

Intimation of 

Parameters 

Rc-scgmcntation 

through Viicrbi Search 

Algorithm 
H2: Merge the 

nucleus with onset 

or offset 

Fig.2. Illustration of tone nucleus extraction algorithm. 

In this step, the likelihood 

y ~(oJ -ft,)' 

2 

is calculated for all observations in the Viterbi search to 

decide which segment the observation oj belongs to. 

Third, check the resulting segmentation if it satisfies 

stop criterion. If the segment number is 3 and if the 

middle segment is shorter than 50ms, segmentation 

number is reduced to 2 and the second step is repeated. 

Major modifications of current algorithm as compared 

to [7] are: First, autocorrelation coefficient computed 

during pitch tracking is incorporated together with delta 

logFO, power as the acoustic features. This is because 

tone nucleus is considered to be stable enough to reflect 

the tonality perception and autocorrelation coefficient 

here is one of the good indices to show the stability. 

Second, as reported in [9], the carry-over effect is much 
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larger than the anticipate effect. Therefore, the initial 

segmentation is changed from uniform ratio to current 

ratio, 5:7:3, to correspond to the unbalanced articulatory 

effects from previous and succeeding syllables to some 

extent. Third, we replaced the T-test based segments 

merge in [7] by a simple method: just let the Viterbi 

decoding allow state skip to realize segment merge. 

Fourth, when the resulting segment number is 2, we 

simply select the one as the nucleus that includes most 

points of the original middle candidate segment. 

3. MLPTone Recognition 

We use an MLP neural network as our tone recognizer, 

as illustrated in Fig. 3. The MLP has 3 layers: the input 

layer has a varying number of nodes depending on the 

specific features used. The hidden layer was optimized to 

have 250 nodes according to the amount of training 

database of this study. The output layer consists of five 

nodes, each corresponding to one of the five tones. Both 

the hidden and output layers use a standard sigmoid 

function. The training algorithm for the MLP is the back 

propagation algorithm. During recognition, the node (of 

the output layer) with the highest score is accepted as the 

final answer. 

Fig.3. MLP structure for tone recognizer. 

The acoustic features fed into the MLP recognizer are 

calculated from tone nuclei extracted beforehand. To 

make the features robust against F0 fluctuations, each 

tone nucleus is further divided into 3 uniform 

sub-segments to compute features of the following 7 

groups: 

1) Mean energy, mean logFO and F0 slope of each 

sub-segment of the focused tone nucleus (a total of 9 

parameters); 

2) LogFO's of onset point, midpoint and offset point of 

the focused tone nucleus (3 parameters); 

3) Duration of the syllabic F0 contour; 

4) Mean energy, mean logFO and F0 slope of the last 

sub-segment of the preceding tone, and those of the 

first sub-segment of the succeeding tone (a total of 6 

parameters); 

5) Four anchor features for the onset and the offset of 

the focused tone nucleus, as in [8]. 

6) Two transition durations: the duration from previous 

syllable's offset to current syllable's onset, and the 

duration from current syllable's offset to next 

syllable's onset. 

7) Two binary flags indicating if the tone is located in 

the beginning or ending position in an utterance. 

Totally, the feature vector includes 27 values. 

4. Experiments and Results 

4.1. Speech Database 

Tone recognition experiments have been carried out on 

the data of one female speaker in corpus HKU96, 

published by Hong Kong University [7]. FO was extracted 

by ESPS package without manual error correction. 500 

utterances from csOfOOOl to cs0f0500 were used as 

training set, while 200 utterances from cs0f0501 to 

cs0f0700 were used as testing set. The number of 

syllables is 6,419 for training set and 2,567 for testing set. 

Phonetic segmentation of the corpus was checked and 

used as the prior information in the tone recognition 

experiments. 

4.2. Two Baseline Comparative Systems 

The basic scheme of NN approach in [6] was repeated 

to serve as the first baseline tone recognition system. The 

input feature vector has 20 values those in Groups 1, 3, 4, 

6 and 7 described in Section 3. The calculation method is 

also different here by one point: they are computed from 

whole syllable features instead of tone nuclei. The second 

baseline system adopted one of our previous realization 

reported in [8]: anchor-based normalized F0 features 

appended to the standard feature vector (logFO, frame 

energy and their first, second order time derivatives). The 

tone models used continuous density HMMs. As the 

training and testing data were totally the same as our 

current approach, we directly used performances reported 

in [8] without repeating the tone recognition experiments. 

4.3. Tone Nucleus Detection Results 

As tone nuclei detection is not the major objective of 
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this study, the 1st author paid a loose visual inspection on 

the detection result. If the segmentation of a tone nucleus 

does not significantly depart from the supposed place, it 

is generally accepted as correct. The inspection was 

carried out on utterances labeled from cs0f0251-cs0f0300. 

Table 1 shows the inspection results totally and separately 

for the three cases: cases where 1 segment, 2 segments 

and 3 segments are kept after the tone nucleus extraction 

is section 2.2. 

Table 1. Tone Nucleus detection performance for 50 

utterances. 

Table 4. Confusion matrix for the proposed system 

(in %). 

4.4. Tone Recognition Results 

Tone recognition performances are illustrated in Fig. 4 

for total tone recognition errors for the two baseline 

systems and the proposed integrated approach. Tables 2* 3 

and 4 give confusion matrices for the three systems for 

further detailed inspection. 

5. Discussions 

Comparing total tone recognition errors of the two 

baseline systems with that of the proposed integrated 

approach in Fig. 4, we can see: 

1) The proposed approach achieved an absolute error 

reduction of 1.3% as compared to the 1st baseline of 

NN approach, equal to a relative error reduction of 

9.2%. The difference of the two systems lies in 

whether to use full syllable or tone nucleus to 

calculate the features. The better performance 

indicates that tone nuclei do keep important and 

robust discriminating features for the tones. 

Baselmel Baseline2 Proposed 

Fig.4. Tone recognition performances in error rates. 

Table 2. Confusion matrix for 1st baseline NN system 

(in %). 

2) The proposed approach got an absolute error 

reduction of 1.7% as compared to the 2nd baseline of 

HMM tone nucleus method, and the corresponding 

relative improvement was 11.7%. The improvement 

can be attributed to the use of NN and the two 

additional features: segmental durations and syllable 

positions in the sentence, which are difficult to be 

exploited in an HMM based approach. 

Inspections into the confusion matrices in Tables 2, 3 

and 4 may reveal more detailed differences among the 

three systems. 

3) Comparison between Tables 2 and 4 indicates that 

the four basic lexical tones, Tone 1 to Tone 4, are all 

improved by the tone nucleus modeling. On the 

contrary, the neutral tone (Tone 5) reduced its 

accuracy significantly from 72.8% to 67.7% by the 

tone nucleus modeling. Reason for this might be 

ascribed to the fact that tone nuclei showed 

significantly shorter durations than the full syllables. 

This will increase the confusions between the four 

basic tones and the neutral tone, as the short 

duration is regarded as the key discriminating 

features for the neutral tone. 
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4) Comparison between Tables 3 and 4 indicates: First, 

the neutral tone recognition is improved 

significantly from 34.8% to 67.7% (or, 72.8% in 

Table 2), indicating the effectiveness of duration 

feature for discriminating the neutral tone. Second, 

Tones 2, 3 and 4 got similar performances or 

improvements in the NN approach as compared to 

the HMM approach. 

which exploited heterogeneous acoustic features 

including continuous and categorical variables. The 

improved performances showed the effectiveness of the 

proposal. In the future, we will continue our efforts to 

extend this study in the aspects of: 1) Porting the system 

to larger speaker independent databases. 2) Investigating 

the detection of high-level intonation structure based on 

the tone nucleus modeling. 

5) However, in Tables 3 and 4, Tone 1 got significant 

12.2% degradation in the NN approach as compared 

to the HMM approach (75.7% vs. 87.9%). Although 

errors of recognizing Tone 1 as Tones 2, 3 and 5 

keep the similar levels (differences are almost less 

than 1%). The error of Tone 1 as Tone 4 increased 

significantly from 5.2% of the HMM approach to 

15.6% of the NN approach. Reasons for this 

degradation can be regarded as: First, Tone 1 and 

Tone 4 both have high pitch targets, and are tended 

to be confused [7,8,9]. Second, the database has a 

biased high frequency of Tone 4 (about 45%) due to 

the pronunciations of punctuation marks at the end 

of utterances, which are almost all Tone 4s. So it 

can be expected that there exists a high correlation 

between Tone 4, and pre-syllable pauses and syllable 

positions. Incorporation of such additional 

information might make the NN approach prefer 

more Tone 4 decisions. As a result. Tone 1 samples 

are more likely to be misrecognized as Tone 4s. 

Simultaneously, we can see that the improvement of 

Tone 4 in Table 4 mostly come from reduced errors 

of Tone 4 as Tone 1 in Table 3 (4.4% to 1.4%). 

6) The direct solution to the problem in 5) is to use 

more unbiased training data to build the recognizer. 

7) We regard the successful integrated approach as our 

start point for future efforts on Mandarin tone 

recognition and prosody information detection. The 

next step is to adopt the advanced multi-level 

prosody modeling based on tone nucleus model, as 

proposed in the study [8]. 
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6. Conclusion 

This paper presents our new approach on the tone 

recognition of Mandarin continuous speech by integrating 

two effective methods: tone nucleus modeling for F0 

feature normalization and neutral network tone recognizer 
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