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Pause Units and Communicative Act Units
- toward Japanese Discourse Representation

Mutsuko Tomokiyo
ATR Interpretmg Telecommumcatlons Research Laboratories

We previously investigated Japanese and English utterances focusing on their communicative acts in
order to create a set of Communicative Act labels for the purpose of discourse analysis for English-
Japanese machine translation or a man-machine interactive system. This paper extends investigation
of CA analysis in two directions. First, a comparison was made between units yielded by CA label
assignment to dialogues and pause units in the waveform output from speech recognition of the
same dialogues, and 77% of the two boundary were coincided. Second, we conducted discourse
analysis experiments using rewriting rules based on CA labels, including utterance segmentation by
CA cue patterns and CA label assignment. We demonstrate the advantages of using CA labels for
naturally-spoken dialogue processing.
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Introduction labels for the purpose of discourse analysis for
) ) . English-Japanese machine translation or a man-
This paper aims to describe the advantagesof us-  machine interactive system. This paper extends

ing Communicative Act labels (CAs) which we investigation of CA analysis in two directions.
have established for use in processing naturally- First, a comparison was made between units yielded
spoken dialogue. In general, dialogue processing by CA label assignment to dialogues and pause
involves speech recognition, syntactico-semantic units in the waveform output from speech recog-
analysis, discourse analysis, etc. Discourse anal-  jitjon of the same dialogues, and 77% of the two
ysis is especially important in machine transla- boundary were coincided. Second, we conducted
tion or in a man-machine interactive system. How-  gjscourse analysis experiments using rewriting rules
ever, for discourse analysis, one needs new infor- based on CA labels, including utterance segmen-
mation from a different paradigm like pragmatics tation by CA cue patterns and CA label assign-
in addition to syntactic or semantic information. ment.

So, speech acts of utterances are often introduced The structure of the paper is ; we describe Com-

as a way of anz.llyzin.g discourse structure. ) municative Acts (CAs) and application of the
We previously investigated Japanese and English proposed CA set in Section 1: Section 2 we fo-
utterances focusing on their communicative acts

! cus on comparison of CA units with pause units.
in order to create a set of Communicative Act

In Section 3, discourse structure analysis using



rewriting rules based on the set of CA labels is
introduced. In conclusion, we emphasize advan-
tages of using CA labels for naturally-spoken di-
alogue processing, especially discourse analysis.

1 CA Label Set

1.1 CA Definition

We defined Communicative Act as follows:

A Communicative Act is a commu-
nicative goal or aim which can be ex-
pressed in language L by a distinc-
tive set of conventional cue patterns
in specified discourse context.[11]

INFORM, ACTION-REQUEST and YN-QUESTION
are typical Communicative Acts. The commu-
nicative goals which they respectively represent
are roughly “speaker wishes to convey new infor-
mation to hearer”; “speaker wishes to convey to
the hearer that speaker wishes hearer to perform
some action”; and “speaker wishes to convey to
hearer that speaker wishes hearer to convey to
speaker whether a specified proposition is true
or not”. According to the shared conventions of
Japanese and English, INFORM can be expressed
by declarative clause syntax, sometimes with var-
ious sorts of ellipsis. ACTION-REQUEST can be
expressed by using expressions like [bare infini-
tive + 72\ TF 3% (tainodesuga)] in Japanese
and “would/will/could you 4 verb phrase or bare
infinitive” in English. YN-QUESTION can be ex-
pressed by using expressions like [verb + ¥
#> (masuka)| or [verb + C3 2 (desuka)] in
Japanese and inverted interrogative clause syn-
tax and/or special prosody in English.
Communicative Acts are similar to speech acts
or to illocutionary force types.[1][2][3] However,
we use this new terminology to stress several dif-
ferences in principle.

The most important difference arises because we
wish to explore the limits of discourse structure
analysis based on surface cues. We restrict our
attention to only those communicative goals which
can be expressed using conventional linguistic cue
patterns, that is, fixed cue patterns which can be
memorized and used repeatedly as part of speak-
ers’ shared knowledge of a given language. We re-
serve the term Communicative Act for only such

conventionally expressible goals. Communicative
goals which cannot be described as Communica-
tive Acts include utterance goals which are ex-
pressed non-conventionally (using one-time-only
combinations); or goals which are expressed only
implicitly; or goals which can only be defined in
terms of relations between utterances.[2][3]

1.2 Utterance Segmentation and CA
Label Assignment

We intend to use the proposed label set for var-
ious purposes. Omne is to get more manageable
utterance units by segmenting utterances and la-
beling the segmented units for Japanese spoken
dialogues with a view to representing their dis-
course structure.

This idea arose from the following Japanese ut-
terance peculiarities:

¢ Japanese utterances consist of multiple sen-
tences which are connected by auxiliary se-
quences as well as conjunctions or adverbs.
One difficulty in spoken Japanese analysis
arises out of this. [7][10]

o Distinctive cue patterns which express com-
municative goals are, in principle, located
at the end of sentences or clauses in Japanese
from the point of view of word order.[8]

Cue patterns yield units, when used to segment
utterances. So, the segmentation of utterances
by CA cue pattern enables us to get convenient,
labeled units, thus making dialogue analysis eas-
ier.

Segmentation of utterances and

CA label assignment to CA units are
automatically performed on an ana-
lyzer called the KK analyzer.[12] It
uses rules which disambiguate the many-
to-many mapping relationships exist-
ing between cue patterns and CA la-
bels.

The performance of automatic utter-
ance segmentation has an average suc-
cess rate of 98.5 %. The performance
of automatic CA label assignment has
an average success rate of 86.5 %.[9][12).



2 Integration of Pause Units and
CA Units

2.1 Comparison of CA units with pause
units

We discovered that in Japanese, CA units are of-
ten coterminous with units which are segmented
by pauses. The pause as defined here is a silent
period in a speech utterance more than 100 mil-
liseconds in the waveform of speech recognition.[18].
That is, we know that cue patterns which are lo-
cated just before silent periods in the waveform
of speech recognition are the same as CA cue
patterns. This means a communicative goal is
achieved within a pause unit for Japanese utter-
ances.[13][14]

CA units boundaries are as follows from the point
of view of standard Japanese grammar:

if 3 simple sentence in a turn

then: cue pattern C CA unit = simple
sentence,

if not

then: CA unit = a cue pattern or : CA
unit = a turn

The Table A shows a comparison between CA
units and pause units for a dialogue. The first
column shows speech recognition results. The
numbers are time in milliseconds for each phoneme.
The second column shows transcription in Japanese,
and the third column CA labels which are auto-
matically assigned to the dialogue. The last col-
umn shows categories in the subtree grammar for
the pause units.[18]

The dialogues taken from the ATR dialogue cor-
pus[20] for the comparison contain 151 CA units
and 176 pause units. 77% of CA units fall on
pause units. 23% of the inconsistency includes
9% function words which are segmented by pauses,
thus 14% of the inconsistency contains special ex-
pressions of such noun phrases as telephone num-
bers and expressions concerning money or time.
These are uttered with pauses and without any
particles. Table B shows the consistency between
CA units and pause units. The Table C shows the
inconsistency of segmentation between CA units
and the pause units. There are found pause units
which are not labeled with a CA label.

phoneme tran- | CA cat. in
duration scriptionlabel | grammas
505.0 m 525.0 )

525.0 0 585.0

585.0 sh 665.0 L

665.0 1 695.0

695.0 m 735.0 £

735.0 o 800.0

800.0 sh 935.0 L greet | interj
935.0 1 1080.0

1080.0 pau 1265.0 | pause

1265.0 w,a 1330.0 |

1330.0 t 1385.0 7c

1385.0 a 1455.0

1455.0 sh 1605.0 | L

1605.0 1 1725.0

1725.0 t 1805.0 e

Table A: Comparison of CA units with pause units
Pause units are convenient processing units for
speech recognition of Japanese dialogues. In fact,
we are using a phrase structure grammar, called
a subtree grammar which is sensitive to pauses for
disambiguation of speech recognition.[14] When
pause units fall on CA units, we consequently can
apply this subtree grammar to the syntactico-
semantic analysis of CA units. This means we
can use the same grammar for speech recogni-
tion and syntactico-semantic analysis based on
CA units for Japanese dialogues, and it enables
us to make a connected processing for both.

CA label occur./total | %
expressive 32/34 94%
greet 2/2 100%
temporizer 4/6 67%
acknowledge 10/16 62%
topic 1/2 50%
inform 9/38 24%
conjunctive 3/7 43%
yes 12/14 86%
thank 1/1 100%
alert 1/1 100%
apology 1/1 100%

Table B: Consistency between CA and pause units



undefined cat. | occur./total | %
n-spel,n-num 13/18 68%
mod-n 4/28 14%
pp-particle 22/59 37%
p-kakari-wa 1/7 14%
p-Tentai-no 1/29 0.35%
p-conj-syusi 1/20 0.5%
adv ) 2/13 15%
np 3/126 0.24%
d 4/62 0.65
777 1/1 100%

Table C: Inconsistency between CA and pause
units

2.2 CA Unit Representation

When CA labels are assigned to the syntactico-
semantic representation of an utterance, it fol-
lows that the communicative goal of the utter-
ance is also represented. This enables us to make
alink from syntactico-semantic to discourse anal-
ysis. In actual fact, when we apply the subtree
grammar to CA units as a first step of the analy-
sis, the following feature structures are obtained
as an interim result:[15][16]

e.g. KFAKBLDESKFToTFE
(hoteruniha konoyouni ittekudasai)

[[SEM [[RELN * FX3 ( kudasaru)x]
[AGEN *SPEAKER*]
[RECP *HEARER*]
[RESTR [[RELN * f7< ( iku)+*]
[AGEN *HEARER#*]
[GOAL * =7 A ( hoteru)#]
[RESTR
[[MARN * 2D X 5C .
( konoyouni)*1111111]

These syntactico-semantic f-structures are rewrit-
ten into the following structures, by adding CA
labels to the top level.

[[SEM [[RELN ACTION-REQUEST]

[AGEN *SPEAKER*]

[RECP *HEARER#*]

[0BJ [[RELN * TTF X\ ( tekudasai)*]

[RESTR [[RELN *f7< ( iku)=*]
[AGEN *HEARER*]
[GOAL * &7
( hoteru)*]

[RESTR

[IWAY * 2D X 51T
( konoyouni)*]

111111111

In these f-structures, the value of RELN (relation
name), i.e. ACTION-REQUEST, is the commu-
nicative goal of the unit. [AGEN *SPEAKERY]
and [RECP *HEARER?*] are set up as the envi-
ronment in which the utterance is uttered. The
syntactico-semantic f-structures of the unit are
embedded as the value of [OBJ ....... ]. In this way,
a pause unit is rewritten into the representation
of a CA unit.[17]

3 Discourse Structure Analysis

We finished the previous section by introducing
a syntactico-semantic representation containing
a communicative goal for CA units.

Let’s sum up the process of our discourse struc-
ture analysis. First, utterances are segmented
into units by conventional cue patterns. Sec-
ond, each unit is automatically assigned a CA la-
bel. Finally, the units are aggregated into groups
which the discourse structure of the dialogue makes
apparent.

3.1 Discourse Structure Representation

We hypothesize that discourse structure repre-
sentation consists in making apparent a state of
focus of participants attention as the discourse
unfolds.[4]

The state of focus of participants’ attention {45)
involves diverse constituent elements of dialogues:
syntax and semantics of CA units, the contextual
environment, and turn-taking in the dialogue as
well as the communicative goals of CA units.
Hence, discourse structure should be represented
containing these elements.

(AS — (CAs, syntactico-semantics, turn-taking))

In Figure 1, there is an attention state name
at the top level of the discourse f-structures. THEN,
WH-QUESTION, INFORM, or RMK are CA units
labeled with THEN, WH-QUESTION, INFORM and
RMK, respectively. The syntactico-semantic f-
structures for each of four CA units are substi-

tuted for corresponding CA units; thus their syntactico-

semantics are represented. A and Cindicate speak-



ers of the CA units; thus turn-taking is repre-
sented.

attentional focus state

of participants
[ Discourse Structure

[[RELN <NEW>] —

[STEPINT [A {<SINT> THEN WH-QUESTION]]]
[PINFO [C [<INFO>INFORM]

[A [<RMK> 4221 % L7311

prompt CA units

response CA units

turn—takings

Figure 1: Discourse structure representation

3.2 Rewriting Rules for Units Aggre-
gation

We wrote rewriting rules based on CA labels for
CA unit aggregation, where CA units are uni-
fied and classified into groups. The rewriting
rules consist of 39 terminal symbols!, and three
strata, from the pre-terminal symbol level to the
top level in discourse tree structure. They make
up a context dependent grammar. The rewriting
rules are aimed only at aggregating CA units.
The basic motivation for the aggregation rules
is: that CA units are often closely related. For
instance, one CA unit may be a prompt and an-
other CA unit may be its response. So, cohesion
between CA units is made in the way prompt
units cohere with their response units.[7][17] In
this way, some unit groups are obtained from the
dialogue. We consider each group to express an
attentional focus state of dialogue participants as
the discourse unfolds.

The process of CA unit aggfegation is mapped
out below:

e.g.

A:  (So,) (THEN)
AREF = v 74 YOWFECTL x 55
(WH-QUESTION)
(What time will you check in?)

C: 6BREIC K 3 & BT (INFORM)
(About 6 p.m. maybe.)

A: 53D ¥ Lk (Very good.Sir.) (RMK)

!There are 27 CA labels, but some subclassification
including connectives was used in the experiments.on dis-
course analysis.

THEN?, WH-QUESTION, INFORM and RMK? are
CA units, and the semantic representation for each
unit is as follows:

[[SEM [[RELN *THENx*]
[AGEN *SPEAKER*]
[RECP *HEARER*]
[OBJE [[RELN * T ( de)*]]1111]

[{SEM [[RELN *WH-QUESTION#]

[AGEN *SPEAKER%*]

[RECP *HEARER%*]

[0BJE [[RELN * TL x %2> ( desyouka)*]
[OBJE [[WH WHAT-TIME]]]
[IDEN [[RELN *F=xyv 7 f v

( check in)x*]
11111

[[SEM [[RELN *INFORM#]
[AGEN *SPEAKER#*]
[RECP *HEARER*]
[0BJE [[RELN * & B w3 ( toomoimasu)*]
[OBJE [[RELN * %4 % ( naru)*]
[OBJE L[[RELN * 6 B
( rokujigoro)*]1]
[IDEN *UNSPECIFIED*]
1111111

[[SEM [[RELN *RMKx*]
[AGEN *SPEAKER*]
[RECP *HEARER*]
[OBJE [[RELN *432:h ¥ L%k
( wakarimasita)*]J]]1J11]

The following rewriting rules are applied to-aggregate
these four units.

(<NEW> <--> (<STEPINT> <PINF(0>))
(<STEPINT> <--> (THEN WH-QUESTION))
(<PINFO> <--> (INFORM RMK))

(NEW) is an attentional state of dialogue partici-
pants, and it means that the attention of participants
is shifted into a new state. (STEPINT) and (PINFO)
are non-terminal categories of the second stratum of
the grammar, and roughly mean a prompt and its
response, respectively, in the aggregation. 'THEN,
WH-QUESTION, INFORM and RMK are CA units
labeled with THEN, WH-QUESTION, INFORM and
RMK, respectively.

Discourse analysis experiments were conducted for 10
files of 5-10 minute Japanese dialogues taken from

2THEN is derivated {from TOPIC.
SRMK is derivated from ACKNOWLEDGE.



the ATR dialogue corpus.[20] In order to evaluate the
analysis results, we investigated whether references of
anaphora were properly handled or not, i.e., whether
anaphoric pronouns and their reference words were
within a focus state of attention. Comparing analysis
results with human judgment for three pronouns, i.e.,
% % (sou), £# (sore), D (sono), the analysis had
an average success rate of 85 %.[17]

Conclusion

We introduced a set of CA labels and its applica-
tions to dialogue processing. The advantages of us-
ing the CA labels are as follows with regard to se-
mantic analysis and discourse structure analysis for
naturally-spoken Japanese:

e Based on a set of CA labels, the CA unit is
obtained. The CA unit is a convenient unit to
handle Japanese dialogue.

e CA units have been shown to fall on pause
units in segmentation experiments, so we can
apply the subtree grammar to the syntactico-
semantic analysis for CA units. Additionally,
the CA unit is rewritten into a communicative

act representation preserving its syntactico-semantic

representation, by merging CA labels to the
grammar. It follows that a speech recognition
grammar can be applied to syntactic analy-
sis; thus successive processing from speech recog-
nition to discourse analysis can be made.

o There is a close relationship between CA units
such as prompts and responses. The relation-
ship involves states of participants’ attention
in the dialogue. So, when CA units are aggre-
gated into groups by using rules expressing the
relationship, discourse structure can be made
apparent.
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