A Data Gathering Mechanism based on Clustering and In-Network processing
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Abstract Sensor networks require energy-aware, efficient data-collecting methods to extend network lifetime. In this paper, we propose an energy-efficient data gathering mechanism which clusters sensor nodes and forms a distributed data-routing tree based on in-network data fusion within each cluster. In our mechanism, the cluster formation and the data-routing tree construction are simultaneously carried out so that they reduce their energy required to organize a multi-hop routing tree of sensed data. The mechanism also performs data aggregation at each member node to reduce the amount of transmission data. Moreover our work distributes energy load to each node to avoid the intensive energy consumption of a cluster-head. Experimental results show that our data gathering mechanism outperforms the direct scheme protocol and the LEACH protocol on the point of view of the network lifetime.
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1. Instruction

Recent advances in computing technology have led to the development of a new computing device: the wireless, battery-powered, smart sensors. Sensors which are capable of sensing, computing and communicating may be deployed in ad hoc network without infrastructure and centralized control. Self-organizing and self-configuring capability are requisite for such sensor networks. In addition, activities of sensors are severely constrained by limited resources such as battery power, memory and computing capability available, which require sensor networks to be energy-efficient.
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Direct transmission that sensors directly transfer data to the base station, may not be adequate to the sensor networks because of their limited power. Communication may occur via intermediaries in a multi-hop fashion. Moreover because adjacent sensor nodes obtain similar or identical data, using in-network aggregation in a multi-hop communication is useful to reduce the volume of transmission data. A clustering technique which gathers data from several representative sensor nodes by grouping sensors provides scalability for the sensor networks that are composed of hundreds or thousands of nodes. Clustering is essential for applications requiring efficient data aggregation. Another advantage of clustering technique is to reduce energy consumption of the network [2–12].

We present an energy-efficient data gathering mechanism which employs a hierarchical clustering algorithm and in-network processing. We call the mechanism CIPRA (data gathering mechanism based on Clustering and In-network Processing Routing Algorithm). CIPRA prolongs network lifetime by distributing energy consumption, is able to self-organize a data-routing tree and is self-configuring with local information of each sensor. Sensors should dynamically adjust radio transmission energy to adapt to the change of a network topology caused by disappearance of nodes. CIPRA distribute the energy load of the cluster-head to member sensors so that energy of each sensor equally decreases over the whole network. In CIPRA, after sensors senses data, each node sends the data to its neighbor node instead of its cluster-head. Neighbor nodes aggregate data to reduce the amount of data and transfer the aggregated data to their neighbor nodes or their cluster-head. Using local communication among neighbor nodes lessens the communication distance. In-network processing at each member node distributes the energy load of cluster-heads to the member nodes.

The rest of the paper is organized as follows. Section 2 discusses related work, and Section 3 describes our sensor networks and a radio model. Section 4 describes the proposed algorithm in detail. And then in Section 5 experimental results show energy-effectiveness of our algorithm. Then we conclude in Section 6 and present the future work in Section 7.

2. Related work

Many protocols have been proposed and designed in order to extend the lifetime of sensor networks with constrained resources. For example, Directed Diffusion is data-centric in its network view and performs all routing decisions through local, neighbor-to-neighbor interactions [8]. It provides a reactive routing technique, discovering routes between information sources and the base station. TAG (Tiny Aggregation) is a generic aggregation service for ad hoc networks of TinyOS motes. TAG aggregates data in the network using piggybacking aggregation queries on the existing ad hoc network protocol [9].

As a representative clustering protocol LEACH protocol was proposed [4,5]. It was a solution using randomized cluster-head selection and data aggregation at cluster heads. In LEACH, a pre-determined percentage of sensor nodes become cluster-heads per round. After clusters are formed, their cluster-heads gather and aggregate sensor data from their members in their vicinity, and transfer the aggregated data to the base station. LEACH employs the cluster-head rotation for balancing the energy load of cluster-heads. However LEACH does not guarantee to make a good cluster head distribution and select the pre-determined optimal number of cluster-heads per round. ACE makes clusters of the sensor networks using the node degree as the main parameter [12]. In PEGASIS, each node aggregates data over a chain routing path after forming it with the closest neighbor and only a cluster head transmits the aggregated data to the base station [6]. HEED selects cluster-heads according to nodes’ energy and a secondary parameter, such as node proximity to nodes’ neighbors or degree of the node [7].

3. Sensor networks

We assume several properties about sensor networks.
1) A set of sensors is dispersed on a rectangular field.
2) The sensors are located in fixed but unknown place the network topology does not change.
3) The sensors use the symmetric communication channel.
4) The sensors make all decisions without a centralized controller.
5) The sensors enable to adjust their radio radius.

In our work, we use the same radio energy dissipation model as LEACH. To transmit an 1 bit message a distance d, the radio expends

\[ E_{TX}(d) = E_{TX_{elec}} + E_{TX_{amp}}(d) = E_{elec} + E_{amp} \cdot d^\alpha \]  

(1)

and to receive this message, the radio expends

\[ E_{RX}(d) = E_{RX_{elec}} = E_{elec} \]  

(2)

In figure 1, there are some communication energy parameters: the electronics energy (E_{elec}), the amplifier energy E_{amp} and the energy for data aggregation (E_{DA}). E_{amp} varies according to distance d between a sender and a receiver: E_{amp} = E_{a} assuming a free space model when d < d_{0} and k = 2, while E_{amp} = E_{mp} assuming a multipath model when d \leq d_{0} and k = 4, when d_{0} is a constant distance that depends on the environment. Each parameter is set as follows: E_{elec} = 50nJ/bit, E_{a} = 10nJ/bit, E_{mp} = 0.0013pJ/bit, E_{DA} = 5nJ/bit/signal and d_{0} = 75 m.
4. Algorithm

4.1 Protocol outline

In this section, we describe CIPRA, a novel data gathering algorithm that employs a clustering architecture based on in-network aggregation at each sensor node. The problems we address are to design how to select the optimal cluster head, how to form clusters and how to construct an energy-aware data-routing tree path for the in-network processing.

A round of CIPRA is composed of three phases: (1) cluster head selection, (2) cluster formation and the data-routing tree construction and (3) data transmission.

4.2 Cluster head selection: A cluster head

Sensors consume considerable energy to send data to a remote base station located in far away distance. To lessen the number of sensors transferring data to the base station may prolong the network lifetime because of reducing energy consumption. It is most energy-efficient to have only their single cluster head. We use ID of a node. Using sensor ID, each sensor takes turns a role of the cluster head.

4.3 Routing-tree construction for data transmission and in-network aggregation

CIPRA organizes a topology of a doughnut form based on a tree structure, in which the cluster head is located at the center. During constructing a data-routing tree, each node selects a parent node which receives and fuses data transmitted from its child nodes. Also, sensors determine their tree value which is a depth of the data-routing tree. The tree value also presents the order of their data transmission to their parent nodes after the data-routing tree is constructed. The value of the root is zero and the value of other nodes increases one by one towards the leaves of the tree.

A data-routing tree organizing method starts from the cluster-head which is the root of the tree. A sensor broadcasts in turns to neighbors in its radio range which is a range of a doughnut ring. Then sensors which receive a message of routing-tree construction, select their parent and set their tree value and broadcast a message to their neighbors.

![Figure 1. The radio model](image)

![Figure 2. The time of organizing a data-routing tree](image)

Figure 2 shows the time interval of data-routing tree construction. The total time of construction a data-routing tree is calculated considering the longest length of a field, especially, a diagonal length of a field. The total time is divided into N by a time interval of constructing the tree. T_N is a pre-calculated number which is the diagonal length of a field divided by the radio range which is a ring diameter of the doughnut form. During each time interval, the processes of broadcasting and receiving data-routing messages and of selecting parents are done. In other words, a sensor which receives the data-routing messages from other sensors selects a parent and sets tree value. Then the sensor broadcasts the data-routing message.

Figure 3 depicts a process of the data-tree construction in Figure 2. First, as shown in figure 3.1, cluster head node0 broadcasts a message to its neighbors within its radio range. The message is composed of the sender sensor’s ID, a tree level value of the sensor. Sensors that receive the message from a cluster head set their parent to the cluster head and tree level to 1. After that, they broadcast their message to their neighbor sensors in their radio range. As presented in figure 3.2, each sensor that receives the message calculates its own tree value by adding 1 to the tree level in the message selects its own parent node and broadcasts its message to neighbors.
(1) At time interval $T_1$
   1.1) A cluster head, node 0, broadcasts to members
       Message $<ID: 0, Tree level value: 0>$
   1.2) If sensors receive the message from a cluster head
       1.2.1) Set parent to the cluster head and its tree level value to 1

Figure 3.1 Message broadcast from a cluster head to members

(2) At time interval from $T_2$ to $T_N$
   2.1) Sensors that have received the message broadcast to their neighbors
       Message $<id, the tree level value>$
   2.2) If sensors receive the message
       2.2.1) Select a parent among the received sensors
       2.2.2) Set a sensor that is located in the minimum distance to a parent
       2.2.3) Set its tree level value to one added by 1 to the tree-level value in the message

Figure 3.2 From members to members

(3) Repeat step 2 until N time

In PEGASIS[6], authors assumed that all nodes have global knowledge of the network and employed the greedy algorithm. A chain-based path using the greedy algorithm was constructed to transmit data to the base station. However, it is difficult or impossible that sensor nodes have global knowledge of the network due to the limitation of their memory capacity and processing power. CIPRA does not require each node to know the network topology. CIPRA performs clustering and data-routing tree formation using local information. When comparing with LEACH, the transmission distance of each sensor in CIPRA is shorter than that in LEACH because each sensor in LEACH directly transmits data to a cluster head by single hop.

4.4 Data transmission

In this phase, we describe data flow over a data—routing tree to the base station via a single cluster head. Each sensor waits for data from all of its child sensors before sending up its aggregation to its parent node. The total data transmission time is divided into $N$ intervals for transmitting and receiving data between parent nodes and child nodes. Each interval is called communication slot. The number of slot is equal to the pre-calculated depth of routing tree. During a communication slot, the sensor delivers its packet to its parent. The parent node aggregates the received data from its child sensors and transmits data to its parent node. These processes are repeated until the data reach the cluster-head. Cluster-head aggregates the gathered data and transfer it to the base station.

For instance, as shown in figure 4, while node 1 and node 2 transmit their data, node 11 waits for receiving them. After receiving the data, node 11 aggregates and transfers the data. The slot mechanism gives energy consumption advantage. To preserve sensor energy, sensors are put into sleeping mode. This is done during idle times after each node has finished sending its data.

Figure 4. Data transmission over a data-routing tree

In LEACH, each member sensor transmits its data to its cluster head, and the cluster head only aggregates data. On the other hand, in CIPRA each node aggregates data using multi-hop communication across a tree path so that the amount of data is reduced.
5. Evaluation

In this section, we evaluate the performance of CIPRA with a simulator. The aim of the sensor networks is to transmit data of a monitored environment to the base station with prolonged lifetime. Namely, if sensor nodes can’t cover the monitored environment, data quality of a system will rapidly decrease. We therefore pay attention to a fact that the satisfactory number of sensors must keep up in a monitored field to maintain high data quality. Therefore we examine the network lifetime that is defined as the number of rounds until energy of the first sensor node is run out.

We assume that 100 nodes are uniformly deployed in a monitored field with 100*100 m². The position of the base station is located at (50,175) and (50, 200) in each case of two simulations. Further we assume each node aggregates data received from nodes into a single packet whose size is 800 bits. The initial energy of nodes is 0.25J. The LEACH protocol uses five clusters for a network composed of 100 nodes according to its optimal cluster-head selection equation [4-5].

5.1 A parent selection; the minimum distance VS. the minimum energy

We consider the minimum distance and the minimum energy as the parameter for selecting a parent node. The minimum distance selects a parent that is located in the closest distance from the sender. The minimum energy is to select a parent which holds the least consumption of energy after data is transmitted. In other words, a child node calculates its residual energy after it transmits data to its parent and residual energy of the parent after a parent node receive data. A parent holds the most the residual energy of a child and a parent is selected. That is each node consumes the least amount energy. Therefore consumed energy is the least case.

![Figure 5. The minimum distance VS. The minimum energy](image)

Figure 5 shows that the network lifetime of using the minimum distance parent selection lasts about 1.3 times as long as that of the minimum energy where both methods ware same radio range. When using the minimum energy, during organizing data-routing tree each node must broadcast its residual energy information. Several child sensors select a sensor which is located in the lower tree level range than it of them and in the edge of a range as their parent. The parent node receive data from several its child nodes. Therefore compression ratio of data aggregation of the minimum distance is higher than it of the minimum energy.

5.2 Comparison with LEACH and Direct transmission

We compare CIPRA with LEACH and Direct transmission. For LEACH, we specified that 5% of the nodes would be elected cluster heads.

![Figure 6. The number of rounds](image)

Figure 6 shows the number of rounds according to the percentage of death nodes by varying the radio range. CIPRA has
different network lifetime according to its radio range. For example, the radio range 15m has the longest lifetime of network it is and about 1.5 times than that of the radio range 30m. The lifetime becomes longer as more transmission energy is reduced.

As shown in Figure 5, CIPRA have a good improvement about the first death node compared with LEACH. Moreover the lifetime of the last node death is almost three-times longer than that in LEACH. In other words, CIPRA of 15m radio range lasts about 3 times as long as LEACH.

6. Conclusion

In this paper, we discussed energy-aware and efficient data gathering mechanism, CIPRA, which is based on clustering and a data-routing tree using data aggregation at nodes in clusters. Experimental results showed that our data gathering mechanism outperform the direct scheme protocol and the LEACH protocol from the point of view of the network lifetime. Where not only the time of the first node death, but also the lifetime of the last node became prolonged.

We also conducted an experiment of a parent selection comparing the minimum distance with the minimum energy. Experimental results showed that the minimum distance provides the energy-efficient tree construction than the minimum energy.

7. Future work

CIPRA reduces the energy required for transmitting data to the base station when selecting one cluster head. However when a network composed of several hundreds or thousands sensors requires it multiple cluster heads. In case of the above, we will need an algorithm selecting multiple cluster heads considering the residual energy of each node. Furthermore the increases of the death nodes form holes which break off the communication between nodes. To deal with this, we have to adaptively increase the radio range according to the number of the death nodes in the radio range of each sensor. We need to investigate a energy-efficient method to cope with the hold problems.
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