
Electronic Preprint for Journal of Information Processing Vol.30

Regular Paper

SPGC: Integration of Secure Multiparty Computation and
Differential Privacy for Gradient Computation on

Collaborative Learning

Kazuki Iwahana1,a) Naoto Yanai1,b) Jason Paul Cruz1,c) Toru Fujiwara1,d)

Received: May 31, 2021, Accepted: December 3, 2021

Abstract: Achieving differential privacy and utilizing secure multiparty computation are the two primary approaches
used for ensuring privacy in privacy-preserving machine learning. However, the privacy guarantee by existing integra-
tion protocols of both approaches for collaborative learning weakens when more participants join the protocols. In this
work, we present Secure and Private Gradient Computation (SPGC), a novel collaborative learning framework with a
strong privacy guarantee independent of the number of participants while still providing high accuracy. The main idea
of SPGC is to create noise for the differential privacy within secure multiparty computation. We also created an imple-
mentation of SPGC and used it in experiments to measure its accuracy and training time. The results show that SPGC
is more accurate than a naive protocol based on local differential privacy by up to 5.6%. We experimentally show that
the training time increases in proportion to the noise generation and then demonstrate that the privacy guarantee is
independent of the number of participants as well as the accuracy evaluation.
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1. Introduction

1.1 Backgrounds
Collaborative learning also known as federated learning is a

kind of machine learning where multiple participants pool all
training data, and a model is trained on this communal pool. In
general, each participant trains a local model with its data and
then periodically exchanges and updates model parameters with
other participants. Therefore, privacy is an essential issue in col-
laborative learning because training data are collected and pooled
from many sources. When sensitive data, such as genome data or
private images are utilized as training data, their privacy should
be protected. Inference attacks on training data privacy that reveal
information about the training data [39], [46] have been found in
the past years.

A typical approach to guarantee privacy in collaborative learn-
ing is to achieve differential privacy [19], that is, informally, each
participant gives data noise in local [17], [61] and then updates
a model with the data from all participants. However, such an
approach often generates significant amounts of noise that de-
grade the accuracy of its resultant model. In contrast, the privacy
guarantee weakens when the noise generated in local is slight
because the training data can be inferred from model parame-
ters [39], [46].
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A potential solution to the privacy issues mentioned above is
the integration [51] of differential privacy and secure multiparty

computation, which computes a function on inputs given by par-
ticipants without revealing the inputs themselves. In the integra-
tion approach, model parameters are protected by the use of se-
cure multiparty computation before they are exchanged among
participants, and small amounts of noise for differential privacy
are generated and added when the model is updated [65], [67].
Intuitively, the integration approach enables participants to adjust
the total amount of noise they generate and thus supports both the
privacy guarantee and the inference accuracy.

However, the privacy guarantee in existing integration proto-
cols [65], [67] on collaborative learning weakens when the num-
ber of participants increases. In collaborative learning, many par-
ticipants are expected to join the network, given that the primary
motivation for collaborative learning is to collect data from many
sources. Therefore, a protocol that offers a privacy guarantee in-
dependent of the number of participants is desirable. This paper
aims to answer the following fundamental question: Can a new

integrated protocol of differential privacy and secure multiparty

computation for collaborative learning which maintains a strong

privacy guarantee and accuracy without depending on the num-

ber of participants be constructed?

This paper is a full version of our previous work published at
DPM 2021 [28]. We proposed an integrated protocol of differen-
tial privacy and secure multiparty computation for collaborative
learning, SPGC, and analyzed the privacy guarantee of SPGC for-
mally. We also evaluated the accuracy and training time via ex-
periments in our previous work. In the current version, the lack of
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the correctness of the protocol by Chase et al. [9], which is essen-
tial existing work, is presented formally. We have also presented
training loss values to analyze the training time of SPGC in detail.
Furthermore, related works are discussed in terms of develop-
ments on privacy-preserving machine learning, secure multiparty
computation, and differential privacy, which were not presented
in the previous work.

1.2 Contribution
In this paper, we present SPGC, pronounced as “speak” and

which is an abbreviation for Secure and Private Gradient Com-
putation. SPGC is an integrated protocol of differential privacy
and secure multiparty computation for collaborative learning that
provides a privacy guarantee independent of the number of par-
ticipants. As another contribution, we conducted extensive exper-
iments on SPGC with academic and medical diagnosis datasets to
evaluate its performance.

The construction of SPGC is significantly different from ex-
isting works [65], [67]. Existing works adopt local differential
privacy [17] (LDP) in which each participant generates noise in
local and then removes the noise via secure multiparty computa-
tion. However, an LDP-based construction will weaken the pri-
vacy guarantee even by the use of any secure multiparty compu-
tation. In contrast, the main idea behind SPGC is the creation of

noise within secure multiparty computation.
The idea mentioned above was inspired by the collaborative

gradient computation (CGC) protocol of Chase et al. [9], in which
the noise is generated by using secure multiparty computation.
However, we note that CGC is incomplete, and that SPGC is quite
an improvement over CGC. In particular, we found a negative
case in the training method of CGC where the positive and neg-
ative gradients become indistinguishable from each other. SPGC
can avoid such an issue as well. Moreover, Chase et al. did not
discuss experimental evaluation in detail, more specifically they
only provided the inference accuracy on the MNIST dataset and
they did not provide training time. Detailed experimental evalu-
ation is crucial for an integration protocol for differential privacy
and secure multiparty computation machine learning. How noise
on the differential privacy affects evaluation on each dataset is es-
sential for accuracy, and communication overhead on the secure
multiparty computation is significant for training time. We for-
mally show that SPGC overcomes the negative case described,
and then present the experimental evaluation in detail includ-
ing evaluations on medical diagnosis datasets in addition to the
MNIST dataset and those training times. (See Section 4 and Sec-
tion 5 for more detail). We then show that the training time in-
creases with respect to the noise generation through the experi-
mental results. We also demonstrate that the privacy guarantee is
independent of the number of participants compared to an LDP-
based construction as a naive approach. (See Section 6 for more
details).

1.3 Paper Organization
The remaining parts of this paper are organized as follows.

Background knowledge to help understand this work is presented
in Section 2, and the main problem statement is presented in Sec-

tion 3. The design of SPGC is presented in Section 4, and then
the details of our experiments are presented in Section 5. A dis-
cussion on the results is presented in Section 6, and related works
of SPGC are presented in Section 7. Finally, a conclusion is pre-
sented in Section 8.

2. Preliminaries

In this section, we provide backgrounds on deep learning and
collaborative learning. We then describe differential privacy and
secure multiparty computation as building blocks of SPGC.

2.1 Deep Learning and Collaborative Learning
Deep learning is composed of a training phase to find opti-

mal weight parameters on a model to be trained and an inference

phase to solve a task via inference on the trained model. The goal
of the training phase is to find weight parameters that yield an
acceptably small loss on a loss function between an output of the
model and its training data. Let the current weight parameters be
wt. A loss function L is defined as an average of outputs of the
function with data samples {x1, x2, · · · , xu}, and thus the function
is defined as L(wt) = 1

u

∑u
i=1 L(wt, xi). The stochastic gradient de-

scent (SGD) algorithm is often utilized to minimize L. The SGD
algorithm computes a gradient g = 1

u

∑
xi∈X ∇wt L(wt, xi) and up-

dates the current weight parameter wt to wt+1 = wt − ηg, where
η is a learning rate. In general, the update process of weight pa-
rameters is done for each data group called a batch. One of the
well-known implementations to instantiate the SGD algorithm is
AdamOptimizer(), which is also utilized in this work.

A typical deep learning algorithm considers a centralized set-
ting whereby a central server gathers data for training. In con-
trast, a deep learning algorithm to train a model distributively by
multiple participants is called collaborative learning.

The motivation for collaborative learning is to train a model so
that even if training data is distributed to multiple participants,
each participant trains a local model on its data and then ex-
changes model parameters with other participants. The main ad-
vantage of collaborative learning is to collect training data from
multiple participants. In other words, in a situation where training
data is distributed to each participant, a participant can share the
training with the other participants. To do this, for each step in
training a model, each participant sends model parameters, such
as gradients or weights, to n central servers. Hereafter, we focus
on gradients as model parameters.

For a set P = {p1, p2, · · · , pk} of participants and a set X =

{Xp1 , Xp2 , · · · , Xpk } of data, a participant p j for any j ∈ [1, k] com-
putes a gradient g(Xpj ) for data Xpj in local and then sends it to
the central servers.

Roughly speaking, collaborative learning updates a model Y =

f (g(Xp1 ), g(Xp2 ), · · · , g(Xpk )) of gradients sent from all the partic-
ipants on n central servers H = {H1,H2, · · · ,Hn}. Afterwards, the
servers return Y to all the participant. After receiving the model
Y from the central servers, the participants utilize Y in the next
training. At the end of the training, each participant owns the
same model as the other participants and the central servers.

After the training phase of the collaborative learning is fin-
ished, the final model Y often becomes publicly available for in-
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ference by a client. In doing so, a client can give the model Y a
query on inference with any data z and then obtain the inference
from Y . Hereafter, we denote by Y(z) inference on Y with z for a
client.

2.2 Differential Privacy
Differential privacy [19] is a mathematical notion that guaran-

tees privacy theoretically. Recall the definition below.
Definition 1. A randomized mechanism M : D→ R with domain

D and range R satisfies (ε, δ)-differential privacy if, for any two

adjacent inputs d, d′ ∈ D and for any subset of outputs S ⊆ R,

the following equation holds:

Pr(M(d) ∈ S ) ≤ exp(ε) Pr(M(d′) ∈ S ) + δ.

Note that ε-differential privacy is identical to a special case for
δ = 0 in the definition above. When a deterministic real-valued
function is defined as f : D→ R, a typical way to satisfy the dif-
ferential privacy for f is to perturb the output of a function f by
adding noise. More precisely, a mechanism M is instantiated via
additive noise calibrated to f ’s sensitivity S f , which is defined
as the maximum of the absolute distance | f (d) − f (d′)| where
d and d′ are adjacent inputs. The Gaussian mechanism or the
Laplace mechanism is often utilized for generating noise. Here-
after, we focus on the Gaussian mechanism which is defined by
M(d) = f (d)+N(0, (S fσ)2), whereN(0, (S fσ)2) is the Gaussian
distribution with mean 0 and standard deviation S fσ. Accord-
ing to Theorem 3.22 in [20], the Gaussian mechanism for func-
tion f of the sensitivity S f satisfies (ε, δ)-differential privacy for
δ ≤ 4

5 exp
(
−(σε)2/2

)
and ε < 1.

2.3 Secure Multiparty Computation
Secure multiparty computation is a cryptographic tool that is

commonly used for evaluating a function between multiple par-
ticipants without leaking any information beyond what is re-
vealed by the output of the computation. We describe garbled
circuits [69] and secret sharing [59] as building blocks of the se-
cure multiparty computation below.
2.3.1 Garbled Circuit

A garbled circuit is a secure multiparty computation protocol
used for evaluating any function as well as preserving the privacy
of inputs. Garbled circuits are often utilized in a two-party set-
ting. In this protocol, a function is presented as Boolean circuits
to be encrypted. TinyGarble [64] is a publicly available library of
garbled circuits.
2.3.2 Secret Sharing

Secret sharing is a cryptographic tool used for encoding data
into multiple shares such that each share reveals nothing about the
original data. The original data itself can then be recovered when
shares more than a threshold designated in advance are gathered.

We describe how smod operations defined by Chase et al. [9]
can be computed with secret sharing below. The smod op-
eration is defined as x smod C = ((x + C) mod 2C) − C. For
instance, for any integer x ∈ [−C,C), shares of x are generated by
〈x〉1 = (x + 〈x〉2) smod C, where 〈x〉2 is uniformly distributed in
[−C,C). The resulting share 〈x〉1, 〈x〉2 then reveals nothing about
x. Then, x is recovered by computing x = 〈x〉1 − 〈x〉2 smod C.

3. Problem Description

In this section, we describe privacy-preserving collaborative
learning as the primary problem setting and its technical difficulty
to be solved in this paper.

3.1 Privacy-preserving Collaborative Learning
Privacy-preserving collaborative learning is collaborative

learning where the privacy of training data provided by k

participants P = {p1, · · · , pk} is preserved against n servers in the
training phase and a client in the inference phase. For a privacy-
preserving mechanism M and a model Y = f (g(Xp1 ), g(Xp2 ), · · · ,
g(Xpk )) trained by collaborative learning for the entire training
datasets X = {Xp1 , Xp2 , · · · , Xpk }, all participants try to compute
M(Y) and a client can utilize M(Y) for an inference on any
chosen input z, that is, M(Y(z)) is computed.

In this paper, the requirements for achieving training data pri-
vacy against an adversary are described below. These require-
ments are the same as in HybridAlpha [67]. In the following re-
quirements, we assume that a participant p1 and a server H1 are
honest for the sake of convenience.

Privacy of computation: An adversary can collude with n − 1
servers and k−1 participants in the training phase, and the servers
and participants follow a protocol under the honest-but-curious
setting. Then, any information except for M(Y) concerning train-
ing data Xp1 provided by an honest participant p1 is not revealed
to the adversary.

Privacy of output: An adversary can collude with a client who
follows a protocol under the honest-but-curious setting in the in-
ference phase. Then, no information with respect to training data
Xp1 provided by p1 is revealed to the adversary except for M(Y(z))
for any chosen z.

As discussed in Section 1, attacks that infer training data from
gradients during training have been proposed [39], [46]. To pro-
tect training data from such attacks, the privacy to protect gradi-
ents in the training phase, or more specifically the privacy of com-
putation, is necessary. In addition, even when the privacy of com-
putation is achieved, some attacks [22], [62] can reveal the origi-
nal training data from inference results. This means that privacy
in the inference phase, or in other words the privacy of output,
should be guaranteed to protect the training data. Therefore, by
achieving both the privacy of computation and the privacy of out-
put, a collaborative learning algorithm that achieves the privacy
guarantee for training data in the training and inference phases
can be realized.

3.2 Technical Difficulty
The privacy guarantee of existing integration protocols [65],

[67] of secure multiparty computation and differential privacy for
collaborative learning weakens as the number of participants in-
creases. These protocols allow each participant to perturb model
parameters locally by adding noise to these parameters. These
then require a central server to compute the mean of the per-
turbed parameters via secure multiparty computation. Then, the
amount of noise in the existing protocols is is often excessively
reduced instead of improving accuracy. Consequently, the pri-
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vacy guarantee becomes weaker in exchange for improved accu-
racy. However, the privacy must be guaranteed to prevent infer-
ence attacks [22], [62] as described in the previous section.

The aforementioned problem on existing protocols [65], [67] is
difficult to solve. Local differential privacy is used to guarantee
privacy in collaborative learning [17] in general. Indeed, the ex-
isting protocols [65], [67] are extensions of local differential pri-
vacy. According to their experimental results [65], [67], accuracy
of the local differential privacy decreases significantly in compar-
ison with other settings, for example the non-privacy setting and
an integration protocol with secure multiparty computation. More
specifically, the existing protocols have utilized secure multiparty
computation to remove the noise of local differential privacy for
maintaining accuracy. In other words, if local differential privacy
is adopted, removing noise by using secure multiparty compu-
tation is necessary to maintain accuracy because each user indi-
vidually generates noise. Besides, when an adversary colludes
with participants, the adversary may request the participants to
reduce noise in order to infer target participant p1’s training data
Xp1 . Consequently, an approach based on removing the noise will
blatantly reveal Xp1 .

Thus, besides the existing works [65], [67] described above,
any protocol based on local differential privacy will sacrifice ei-
ther the privacy guarantee or the accuracy even if it uses secure

multiparty computation.

4. Design of SPGC

In this section, we present SPGC, a privacy-preserving collabo-
rative deep learning protocol based on the integration of differen-
tial privacy and secure multiparty computation. We first describe
an overview of SPGC, including the main idea for overcoming
the problems described in the previous section and then show its
construction and privacy analysis.

Fig. 1 Overview of SPGC protocol.

4.1 Overview
The key concept of SPGC is to perturb gradients by creat-

ing noise for gradients within secure multiparty computation on

servers in contrast to the existing works [65], [67] which remove

the noise via secure multiparty computation. Intuitively, both
privacy guarantee and accuracy of SPGC are independent of the
number of participants because it does not include a process for
removing noise. Thus, SPGC can maintain a strong privacy guar-
antee even if many participants join the protocol. We show the
overview of SPGC in Fig. 1.

SPGC allows each participant to conceal gradients, which are
computed local, via secret sharing at the beginning of the proto-
col. Then, SPGC requires central servers to gather and aggregate
the concealed gradients via secret sharing without recovering the
original gradients. The aggregation process for gradients can be
executed fast because the secret sharing provides servers with fast
arithmetic operations for secure multiparty computation.

Next, the servers recover the aggregated gradients and simul-
taneously add noise to the gradients within a garbled circuit. The
process of recovering the aggregated gradients and simultane-
ously adding noise to the gradients involves complicated compu-
tations on the secret sharing. Thus, we focused on using garbled
circuits because they can evaluate any function, and the number
of servers is two in SPGC because a garbled circuit is a fast pro-
tocol between two parties.

Based on the aforementioned construction, SPGC can provide
both the privacy guarantee independent of the number of partici-
pants and a practical accuracy in comparison with the use of the
local differential privacy.

The construction described above was inspired by the col-
laborative gradient computation (CGC) by Chase et al. [9], but
CGC cannot distinguish positive and negative gradients from
each other when a gradient is equal to a modulus of the protocol.
We show the incorrectness of CGC in Appendix A.1. In contrast,
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Algorithm 1 Participant-Side Process of SPGC.
Input: The current batch Bt,p j in a training step, the current weight wt in a

training step, the entire batch size m, gradient norm bound C > 0, modu-

lus 2N where N > log2(mC + 1), loss function L(·, ·) used in training.

Output: 〈G〉1 sent to a server H1, 〈G〉2 sent to a server H2.

1: for xi ∈Bt,p j do

2: g(xi) = ∇wt L(wt , xi)

3: g̃(xi) = min(1, C
||g(xi)|| 2)g(xi)

4: end for

5: g =
∑

xi∈Bt,p j
g̃(xi)

6: G = 2N−1
mC g

7: r = Uni f orm[−2N , 2N )

8: 〈G〉1 = G + r smod 2N

9: 〈G〉2 = r smod 2N

SPGC is constructed in a manner where the gradients are always

smaller than the value of a modulus and therefore it can always
train a model correctly.

4.2 Construction
SPGC consists of two algorithms, more specifically one for the

participant-side and another for the server-side. Hereafter, we as-
sume the following preconditions of SPGC:
• each participant p j ∈ P utilizes a dataset Xpj as a form of

batches {B1,p j , B2,p j , ..., B�,p j } of random examples where � is
the number of batches;

• let the entire batch size obtained from P be m =
∑

j∈[1,k] |Bt,p j |
for any t ∈ [1, �];

• each participant p j for j ∈ [1, k] owns an initial model,
whose weights w0 and architecture are identical to those of
each other.

The update of weights, more specifically the update of the model
itself, is conducted on each batch. In other words, we describe
only a gradient computation for a single step as the algorithms of
SPGC below.

4.3 Participant-side Process
All the participants run Algorithm 1 in parallel. A participant

p j ∈ P computes their per-example gradient g(xi) in local. Then,
p j clips the L2 norm for each gradient g(xi) and computes a sum-
mation g of the gradients. This clipping decides the sensitivity
S f , which is utilized for the range of noise, and this is S f = C in
SPGC. Then, p j converts a floating-point gradient g into a fixed-
point gradient G in line 8 because of secret sharing for training.
Therefore, p j encodes G into two shares 〈Gpj〉1 and 〈Gpj〉2. Fi-
nally, outputs 〈Gpj〉1 and 〈Gpj〉2 of Algorithm 1 are sent to servers
H1 and H2, respectively.

4.4 Server-side Process
After all the participants have run Algorithm 1, the servers H1

and H2 run Algorithm 2. H1 and H2 receive shares 〈Gpj〉1 and
〈Gpj〉2 from each participant p j, respectively. In doing so, H1 and
H2 need to wait until they receive the shares from all participants.
Moreover, H1 and H2 compute 〈GH1〉1 and 〈GH2〉2 , respectively.
Then, H1 and H2 execute garbled circuits.

Next, in line 5, both the recovery of gradients and the gen-
eration of noise are executed within the garbled circuits. In

Algorithm 2 Server-Side Process of SPGC.
Input: The participant sets P, 〈Gpj 〉1 output from participant p j ∈ P, 〈Gpj 〉2

output from participant p j ∈ P, the deviation σ of the Gaussian distribu-

tion, the entire batch size m, gradient norm bound C > 0, modulus 2N

where N > log2(mC + 1).

Output: gDP =
∑

p j∈P g
p j +N(0,C2σ2)

1: H1 : 〈GH1 〉1 =
∑

p j∈P〈Gpj 〉1 smod 2N

2: H1 : generate a random seed s1

3: H2 : 〈GH2 〉2 =
∑

p j∈P〈Gpj 〉2 smod 2N

4: H2 : generate a random seed s2

5: GDP =
(
〈GH1 〉1 − 〈GH2 〉2 smod 2N

)
+Ns1⊕s2 (0, ( 2N−1

m σ)2)

6: gDP = mC
2N−1 GDP

particular, the gradients are recovered by computing (〈GH1〉1 −
〈GH2〉2) smod 2N . Simultaneously, via a xor computation of
s1 and s2, a seed for generating noise of the differential privacy
is computed. The xor computation within the garbled circuit is
performed to conceal the generated noise itself from each server.
GDP is then obtained with a noise generated from the seed s1 ⊕ s2

and the recovered gradient (〈GH1〉1 − 〈GH2〉2) smod 2N . Finally,
gDP is obtained as a floating-point value.

Note: SPGC may look similar to CGC [9], but its construction
is strictly different from CGC, which contains a theoretical prob-
lem. CGC might compute a gradient imprecisely when the value
of a gradient is equal to a modulus α. To overcome this problem,
SPGC restricts the range of fixed-point gradients to be smaller
than a modulus by setting 2N > mC + 1. Therefore, SPGC can
always compute gradients because their values are not equal to a
modulus. We also prove in Theorem 1 that SPGC can compute
gradients precisely. Our idea enables SPGC to achieve higher ac-
curacy than CGC as well. Furthermore, by creating a modulus in
the smod operation in the form of 2N , the smod operation within
garbled circuits becomes faster.

4.5 Correctness
The correctness of gradient computation in SPGC is proven as

shown in Theorem 1. To prove Theorem 1, we first present the
following lemma.
Lemma 1. For any modulus α ∈ N such that α > mC > 1 holds,

|∑m
i=1
α−1
mC g̃(xi)| < α holds.

Proof. The proof is shown in Appendix A.2. �

The above lemma restricts a summation of gradients in SPGC
to the range of values less than ±α. Here, a modulus α is defined
as 2N in SPGC as shown in Section 4.2. Then, the following the-
orem is proven.
Theorem 1. If all servers and participants follow the SPGC pro-

tocol, an output of Algorithm 2 is
∑

p j∈P g
p j +N(0,C2σ2).

Proof. H1 and H2 compute as follows:

〈GH1〉1 =
∑
p j∈P
〈Gpj〉1 smod 2N

=
∑
p j∈P

(Gpj + rpj smod 2N) smod 2N

= (
∑
p j∈P

Gpj smod 2N +
∑
p j∈P

rpj smod 2N) smod 2N ,
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and

〈GH2〉2 =
∑
p j∈P
〈Gpj〉2 smod 2N

=
∑
p j∈P

rpj smod 2N .

Moreover, the following equation is computed within garbled cir-
cuits:

(〈GH1〉1 − 〈GH2〉2) smod 2N =

⎛⎜⎜⎜⎜⎜⎜⎜⎝
∑
p j∈P

Gpj smod 2N

⎞⎟⎟⎟⎟⎟⎟⎟⎠ smod 2N

=
∑
p j∈P

Gpj smod 2N (1a)

=
∑
p j∈P

Gpj . (1b)

For each batch, a summation of gradients provided by each par-
ticipant p j is equal to a summation of per-example gradients com-
puted from Algorithm 1. That is,

∑m
i=1
α−1
mC g̃(xi) =

∑
p j∈P Gpj

holds. Then, the conversion from Eq. (1a) to Eq. (1b) is based
on Lemma 1 described above and Lemma 4 in Ref. [9].

Next, the noise N(0, d2) generated from the Gaussian
distribution is added to the recovered gradients (〈GH1〉1 −
〈GH2〉2) smod 2N . The output of GDP is expanded by 2N−1

mC , which
means to scale back a floating point by multiplying mC

2N−1 . After
scaling back GDP to gDP, the generated noise is almost equal to
the noise generated from the Gaussian distribution N(0,C2σ2).

An approximate computation of gDP =
∑

p j∈P g
p j +N(0,C2σ2)

is then obtained. �

4.6 Privacy Analysis
We analyze the privacy of computation and the privacy of out-

put for SPGC below.
4.6.1 Privacy of Computation

First, we assume that both the garbled circuits and secret shar-
ing achieve privacy of computation. Then, the privacy of compu-
tation in the training phase of the SPGC protocol can be achieved
following the composition theorem by Kushilevitz et al. [35]. In
other words, in Algorithm 2, the computations in lines 1 and 3
are executed via secret sharing, while the computation in line 5 is
executed within a garbled circuit. Unless an adversary colludes
with both H1 and H2, the adversary cannot identify any value ex-
cept for gDP. In addition, since noise with differential privacy is
generated within garbled circuits, an adversary cannot know the
accurate noise value. Consequently, no information with respect
to training data Xp1 is revealed even if an adversary colludes with
either H1 or H2 and any participant p j�1. More formally, follow-
ing the proof of CGC [9], we can prove the following theorem.
Theorem 2. If all servers and participants follow the protocol,

no information except for an output gDP =
∑

p j∈P g
p j+N(0,C2σ2)

of Algorithm 2 is revealed to an adversary.

Proof. In this proof, we discuss from two standpoints, more
specifically the participant-side and server-side. On the
participant-side, any participant will obtain the end result gDP

from H1,H2 and nothing else. Hence, without colluding with
H1 and H2, an adversary cannot reveal any information about

gp1 . On the server-side, 〈Gpj〉1 = Gpj + rpj smod 2N and
〈Gpj〉2 = rpj smod 2N are uniformly distributed values by virtue
of secret sharing as shown in Section 2. If there exists a mech-
anism M′ controlled by an adversary, which is given gDP and
Gpj + rpj and then predicts any property p about Gp1 , then the
following distribution is obtained from the view of the adversary:

Pr[M′(gDP, 〈Gpj〉1) = p(Gp1 )]

= Pr
[
M′(gDP, 〈Gpj〉1) = p(Gp1 )|〈Gpj〉1

]
= Pr

[
M(′gDP, 〈Gpj〉1) = p(Gp1 )|〈Gpj〉1 ∼ Uniform[−2N , 2N)

]
.

(2)

Therefore, no mechanism M′ can reveal any more information
other than that viewed by any participant and server, who observe
only gDP. �

4.6.2 Privacy of Output
To achieve privacy of output, SPGC needs to satisfy the dif-

ferential privacy [48], [52]. When adding noise with (ε, δ)-
differential privacy in one step of training, SPGC constantly sat-
isfies (ε̃, δ̃)-differential privacy after T epochs for the number of
participants k based on the Theorem 3. In contrast, the exist-
ing works [65], [67] satisfy (

√
kε̃, δ̃)-differential privacy. In other

words, unlike existing works, SPGC can guarantee privacy inde-
pendent of the number of participants.
Theorem 3. If all servers and participants follow the proto-

col and (ε, δ)-differential privacy at each batch of the training,

SPGC satisfies (ε̃, δ̃)-differential privacy in the entire process of

the training after T epochs, where

δ̃ = 1 − (1 − δ)T (1 − δ),

ε̃ = min

⎧⎪⎪⎪⎨⎪⎪⎪⎩T ε,
(eε − 1)T ε

eε + 1
+ ε

√
2T log

⎛⎜⎜⎜⎜⎜⎝e +
√

T ε2

δ̃

⎞⎟⎟⎟⎟⎟⎠,
(eε − 1)T ε

eε + 1
+ ε

√
2T log

(
1

δ̃

)⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
(3)

Proof. For computation on each batch,
∑

p j∈P g
p j +N(0,C2σ2)

is obtained from an output of Algorithm 2. In doing so, σ is cho-
sen so that (ε, δ)-differential privacy is satisfied with each batch.
Since a training dataset for each participant is disjointedly divided
into � batches, each sample appears at once. Then, a perturbed
gradient based on (ε, δ)-differential privacy is computed for each
batch, and then a model is updated with the gradient. In doing so,
SPGC satisfies (ε, δ)-differential privacy for each epoch follow-
ing the parallel composition theorem [27], [38]. Therefore, from
Theorem 3.4 by Kairouz et al. [32], an output of the algorithms
of SPGC after T epochs satisfies the (ε̃, δ̃)-differential privacy de-
scribed above. �

5. Experiments

In this section, we present experiments for measuring the ac-
curacy and training time of SPGC.

5.1 Implementation
We conducted experiments with several academic and medical
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diagnosis datasets to measure the performance of SPGC. All the
experiments were conducted on a computer having Ubuntu 18.04,
83 GB RAM, Intel Xeon(R) CPU E5-2630 v3 2.40 GHz, and no
GPU.
5.1.1 Training

SPGC is implemented mainly with the TensorFlow library *1 in
python, which is an open-source platform developed by Google.
Keras in particular is utilized with a TensorFlow backend for
training a neural network model. Meanwhile, to restrict the
sensitivity during the training, gradients are computed with the
per example gradient operator [25] and then clipped in Ten-
sorFlow. When this is easily implemented, the computational
complexity becomes O(m) relative to batch size m. Surpris-
ingly, by utilizing the gradient computation proposed by Good-
fellow [25], the process is vectorized, more specifically, compu-
tations become faster because parallel computations are available.
The TensorFlow library contains the vectorized map function
for computing the gradient mentioned above, and it is utilized in
our implementation.
5.1.2 Server Communication

A secure multiparty computation protocol often needs a heavy
communication overhead during protocol execution in addition
to the computation itself. The communication process of SPGC
is implemented with the gRPC library *2 in python. The gRPC
library is an open-source framework that can design a communi-
cation environment with a remote computer and measure train-
ing rigorously. Thus, the actual performance of SPGC can be
measured via environments with LAN and WAN settings. Mean-
while, garbled circuits used between servers are implemented
with the TinyGarble library [64] in C++. The noise generation
for differential privacy is directly embedded in the garbled cir-
cuits so that the circuits themselves contain the Gaussian distri-
bution, which is identical to a random seed. Consequently, noise
identical to a random seed is generated in garbled circuits.

5.2 Experimental Setup
5.2.1 Purpose of Experiments

The purpose of our experiments is to evaluate the accuracy and
the training time of SPGC for academic and medical diagnosis
datasets. To do this, we first evaluate the accuracy and training
time of SPGC relative to the amount of noise for differential pri-
vacy. Then, we compare the accuracy and training time of SPGC
with the baselines, namely, non-privacy setting, the use of differ-
ential privacy, and secure multiparty computation.
5.2.2 Baseline

The following settings are utilized as baselines to compare with
the performance of SPGC.
• Non-privacy: Train a model without the privacy guarantee.

Effects on accuracy and computational overhead for train-
ing are evaluated compared to the performance of the Non-
privacy setting. The Non-privacy setting significantly differs
from the setting of SPGC in that it assumes the use of a single
server, which aggregates gradients sent from participants.

• Local differential privacy (LDP): Train a model with a

*1 TensorFlow: https://www.tensorflow.org/
*2 gRPC: https://grpc.io/docs/tutorials/basic/python/

mechanism satisfying local differential privacy (LDP) [17].
LDP is a trivial way for the privacy guarantee in collabo-
rative learning and is also faster than SGPC because it does
not use secure multiparty computation. The performance im-
provement of accuracy and its related overhead on the train-
ing phase for SPGC can be evaluated by comparing them
with the accuracy and training time for LDP.

• Only secure multiparty computation (Only-MPC): For
SPGC, train a model with only garbled circuits and secret
sharing instead of noise generation. Original data is recov-
ered from shares within the garbled circuits. The Only-MPC
setting is identical to a classic construction [43] based on se-
cure multiparty computation. Accordingly, effects on accu-
racy and training time with respect to noise generation for
the differential privacy in SPGC can be evaluated.

Although one might think to compare SPGC with the existing
works [65], [67], their implementations have not been released.
An implementation of CGC [9] was not released, but CGC is the
motivation of SPGC. Thus, based on experimental results de-
scribed below, we compare SPGC with CGC by referring to the
performance described in Ref. [9] in Section 6. As described by
more details later on, we compare only the accuracy of SPGC
with CGC since CGC evaluated only the accuracy on the MNIST
dataset.
5.2.3 Choice of Parameters in SPGC

On Algorithm 1 and Algorithm 2, let the number of participants
be 3, the gradient norm bound C be 1, and N be 16, more specifi-
cally a 16-bit integer is utilized. The standard deviation of a noise

for differential privacy is computed as σ =
√

2 log( 1.25
δ

)/ε rela-
tive to parameters ε and δ of the differential privacy [20]. Mean-
while, noise parameters are ε = 0.5, 2.0, and 8.0, which are in
common with CGC [9]. These parameters are used also in ex-
isting privacy-preserving machine learning [1], [71], for instance
the MNIST evaluation in Ref. [1] utilized ε = 0.5, 2.0, and 8.0
whereas the Cancer evaluation in Ref. [71] utilized ε = 8.0. Like-
wise, let δ be 10−3. Parameters ε and δ in SPGC indicate the
privacy level at one step in training. Meanwhile, ε and δ in LDP
indicate the privacy level when a participant generates noise lo-
cally. The privacy levels in both settings may seem to have differ-
ent values, but an adversary can discover a perturbed gradient by
an honest participant in SPGC if the adversary colludes with all
participants except for the honest participant. In particular, SPGC
provides the same privacy level as when only an honest partici-
pant adds noise with a gradient with LDP. We can, therefore,
fairly compare the privacy level of SPGC with that of LDP at one
step in training.
5.2.4 Datasets and Their Architectures

The datasets used in the experiments and their architectures are
shown below.

MNIST: The MNIST dataset contains 70,000 images of hand-
written digits from 0 to 9. In particular, the dataset has 60,000
training samples and 10,000 test samples, each with 784 fea-
tures representing 28×28 pixels in the image. In this experiment,
the training samples are equally divided among three participants
or more specifically 20,000 samples per participant for training.
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Fig. 2 The architecture used in our experiment for MNIST.

Fig. 3 The architecture used in our experiment for Cancer.

Fig. 4 The architecture used in our experiment for Diabetes.

Furthermore, the batch size for each participant is set to 1,000,
that is, the entire batch size m = 3,000. A 3-layer network con-
sisting of the following structure is utilized as shown in Fig. 2:
( 1 ) a 5×5 convolution layer with 16 outputs per window, a 2−2

stride, ReLU activation function, and padding;
( 2 ) a 1 × 5 × 5 convolution layer with 32 outputs per window, a

1−2−2 stride, no weight sharing on the first axis, and ReLU
activation function;

( 3 ) a dense layer with 10 outputs.
Cancer: The Cancer dataset *3 contains 569 data points with

each point containing 30 real-valued features. The inference task
is to infer whether a tumor is cancerous or benign. In this experi-
ment, the dataset is divided into 390 training samples and 179 test
samples, and then each participant owns 130 training samples for
training. The batch size for each participant is set to 10, that is,
m = 30. We utilized a single full connection layer from 90 to 2
neurons as shown in Fig. 3.

Diabetes: The Diabetes dataset *4 contains 768 data points
with each point containing 8 real-valued features. The inference
task is to infer whether a tumor is diabetic or benign. In this ex-
periment, the dataset is divided into 600 training samples and 168
test samples, and then each participant owns 200 training samples
for training. The batch size for each participant is set to 10, that
is, m = 30. An architecture for Diabetes as shown in Fig. 4 is the
following structure:
( 1 ) a full connection layer with 20 neurons and a Sign activation

function;
( 2 ) a full connection layer with 20 neurons and a Sign activation

function;
( 3 ) a dense layer with 2 outputs.

*3 Cancer: https://www.kaggle.com/uciml/breast-cancer-wisconsin-data
*4 Diabetes: https://www.kaggle.com/uciml/pima-indians-diabetes-

database

5.3 Results
The inference accuracy and training time of SPGC with each

dataset are described below.
5.3.1 Accuracy

The accuracy of inference of SPGC with the MNIST, Cancer,
and Diabetes datasets is shown in Fig. 5, Fig. 6, and Fig. 7, re-
spectively. Under the non-privacy setting as described in Sec-
tion 5.3.2, the convergence for training is 30 epochs on the
MNIST dataset, 30 epochs on the Cancer dataset, and ten epochs
on the Diabetes dataset.

MNIST: The accuracy of inference is 97.4% under the non-
privacy setting and 97.1% under the Only-MPC setting. In con-
trast, the accuracy of SPGC is 88.6%, 90.5%, and 92.8% for each
noise as presented in Fig. 5 (a), Fig. 5 (b), and Fig. 5 (c), respec-
tively. These results show that SPGC improved accuracy com-
pared to the accuracy of the LDP setting, especially with an in-
tense noise such as ε = 0.5. Meanwhile, the SPGC and the LDP
setting have almost the same accuracy at epoch 18 for ε = 8.0 and
ε = 2.0. This means that, in proportion to the amount of noise,
e.g., in Fig. 5 (a) and Fig. 5 (b), the difference in the accuracy be-
tween LDP and SPGC becomes smaller.

Cancer: Both the non-privacy setting and the Only-MPC set-
ting have 98.3% accuracy. Meanwhile, as shown in Fig. 6 (a) and
Fig. 6 (b), the accuracy of SPGC is 60.3% and 63.1% for ε = 0.5
and ε = 2.0, respectively. In contrast, the accuracy for ε = 8.0
is 92.1%, as shown in Fig. 6 (c). Besides, in a comparison be-
tween SPGC and the LDP setting, as shown in Fig. 6 (a), there is
no difference between those accuracies at epoch 30, which is the
convergence of the training on the Non-privacy setting, when the
amount of noise is large at ε = 0.5. Nevertheless, the accuracy of
SPGC is 92.1%, and the LDP setting is 86.6% when the amount
of noise is small at ε = 8.0. In other words, SPGC has higher
accuracy of inference than the LDP setting.

Diabetes: Both the non-privacy setting and the Only-MPC
setting have 67.2% accuracy. On the other hand, as shown in
Fig. 7 (a), the accuracy by SPGC is 33.9%, which is lower than
the LDP setting. In contrast, in Fig. 7 (b), the accuracy of SPGC
at the convergence of training is 51.8% while that of the LDP set-
ting is 44.0%. Furthermore, in Fig. 7 (c), the accuracy of SPGC
is 64.5% while that of the LDP setting is 61.9%.
5.3.2 Training Time

Training time of SPGC with MNIST, Cancer and Diabetes
datasets are shown in Fig. 11 (a), Fig. 11 (b) and Fig. 11 (c), re-
spectively.

MNIST: SPGC required 115.7 hours while the Only-MPC set-
ting required only 70.1 hours, a difference of 45.6 hours. Mean-
while, there was a 3-hour difference in the training time between
ε = 8.0 and ε = 0.01. The total training time for SPGC is 72
times longer than that of LDP.

Cancer: SPGC required 10.8 hours for the training while the
Only-MPC setting required 6.5 hours, a difference of 4.3 hours.
Meanwhile, there was a 0.4 hour difference in the training time
between ε = 8.0 and ε = 0.01. The total training time for SPGC
is 98 times longer than that of LDP.

Diabetes: SPGC required 1.23 hours for the training while the
Only-MPC setting required 0.80 hours, a difference of 0.44 hours.

c© 2022 Information Processing Society of Japan



Electronic Preprint for Journal of Information Processing Vol.30

Fig. 5 Inference accuracy of SPGC with MNIST.

Fig. 6 Inference accuracy of SPGC with Cancer.

Fig. 7 Inference accuracy of SPGC with Diabetes.

Meanwhile, there was a 0.05 hours difference in the training time
between ε = 8.0 and ε = 0.01. The total training time for SPGC
is 21 times longer than that of LDP.

6. Discussion

In this section, we discuss considerations on the accuracy and
training time of SPGC and the effect on the number of partici-
pants.

6.1 Accuracy
Based on the results shown in Section 5.3.1, we discuss the

performance of SPGC in terms of two standpoints, more specifi-
cally the difference in accuracy between SPGC and LDP for each
dataset and those between the Non-privacy setting and the Only-
MPC setting. To do this, we also measure training loss values
as shown in Fig. 8 to Fig. 10. Training loss values represent the
convergence of the training process. The figures show that the
training on each dataset is converged. We note that a periodic
change in the training loss values is often caused by typical train-

ing even in the Non-privacy setting.
Comparing SPGC with the LDP setting, the accuracy of SPGC

on the MNIST dataset is almost the same as the LDP setting for
ε = 8.0. Specifically, a sufficient number of participants is needed
to improve the accuracy of the LDP setting. Since noise is gen-
erated from the Gaussian distribution with a mean of zero, the
amount of noise becomes close to zero when many participants
join the protocols. The number of participants is three in the ex-
perimental setting, and the number of participants is insufficient
to make the amount of noise zero in the LDP setting. There-
fore, LDP achieved the same accuracy for ε = 8.0 as SPGC.
For ε = 0.5, SPGC can provide higher accuracy than LDP be-
cause much noise is provided in the LDP setting. In contrast,
for ε = 8.0, the accuracy of LDP became higher than SPGC af-
ter epoch 23. The result is thought to stem from the bit trunca-
tion caused by the use of secure multiparty computation, more
specifically the use of modulo operations. In this setting, the bit
truncation by the secure multiparty computation affects accuracy
significantly more than the noise itself.
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Fig. 8 Training loss value of SPGC with MNIST.

Fig. 9 Training loss value of SPGC with Cancer.

Fig. 10 Training loss value of SPGC with Diabetes.

Fig. 11 Training time of SPGC with each dataset.

Likewise, on evaluation of Cancer, SPGC can provide higher
accuracy for ε = 8.0. Meanwhile, for ε = 0.5 and ε = 2.0, the
accuracy of SPGC is decreased in proportion to epochs. The de-
crease was caused because noise for ε = 0.5 and ε = 2.0 are too
strong for the Cancer dataset, as shown in Fig. 6. Samples near
the decision boundary are often misclassified due to these strong
noises. Namely, only the noise for ε = 8.0 is suitable for the
Cancer dataset, and then the relation between SPGC and the LDP

setting is familiar as seen in Fig. 5 (a). Consequently, the figures
show that SPGC can control noise better than LDP.

Nevertheless, for ε = 0.5 in Diabetes, the accuracy worsens in
proportion to the number of epochs on both SPGC and the LDP
setting. Because this noise is too large relative to the original
data features, inference became entirely random. Meanwhile, for
ε = 2.0 in the evaluation of Diabetes, SPGC improved the accu-
racy after epoch 26 compared to the LDP setting. This improve-

c© 2022 Information Processing Society of Japan



Electronic Preprint for Journal of Information Processing Vol.30

Table 1 Details on training time: for each dataset, let Training(h) be the training time until convergence,
Offline(h) be gradient computation time as shown in lines 1–5 of Algorithm 1, Online(h) be the
remaining time of Algorithm 1 and Algorithm 2. The values enclosed in ( ) are under the LDP
setting.

MNIST Cancer Diabetes
Offline Online Training Offline Online Training Offline Online Training

ε = 0.01 1.69(1.53) 115.77(0.04) 117.45(1.57) 0.11(0.11) 10.93(0.01) 11.03(0.12) 0.07(0.07) 1.19(0.00) 1.26(0.07)
ε = 0.1 1.66(1.53) 114.47(0.04) 116.13(1.57) 0.11(0.10) 10.50(0.01) 10.61(0.11) 0.07(0.06) 1.20(0.00) 1.27(0.06)
ε = 0.5 1.67(1.55) 114.05(0.04) 115.7(1.59) 0.11(0.10) 10.65(0.01) 10.76(0.11) 0.07(0.06) 1.16(0.00) 1.23(0.06)
ε = 2.0 1.67(1.55) 113.45(0.04) 115.1(1.59) 0.11(0.09) 10.52(0.00) 10.63(0.10) 0.07(0.06) 1.15(0.00) 1.22(0.06)
ε = 8.0 1.67(1.55) 112.78(0.04) 114.5(1.59) 0.11(0.09) 10.53(0.00) 10.63(0.10) 0.07(0.06) 1.14(0.00) 1.21(0.06)

Only-MPC 1.66 70.16 71.82 0.11 6.40 6.51 0.07 0.73 0.80
Non-privacy 1.68 0.05 1.73 0.10 0.01 0.11 0.06 0.00 0.06

ment is thought to stem from greater control of noise by SPGC
than in the LDP setting.

Next, the difference in accuracy between the Only-MPC set-
ting and Non-privacy setting is caused by the bit truncation from
the conversion to the fixed points for modulo operations. More
specifically, in the evaluation of MNIST, the accuracy of the
Only-MPC setting decreased by a few percent because of the bit
truncation since MNIST contains more features than the other
two datasets. Likewise, in the evaluation of Cancer, the bit trun-
cation affected the accuracy for lower epochs than 27. However,
the accuracy of the Only-MPC setting is identical to Non-privacy
at the convergence of the training, which is epoch 30. In contrast,
on the evaluation of Diabetes, the accuracy of the Only-MPC set-
ting is identical to that of Non-privacy because the number of data
samples is small, and there is no sample whose evaluation result
is changed by the bit truncation. This means that the Only-MPC
setting does not affect accuracy for medical diagnosis datasets.

Finally, we compare the accuracy of SPGC with CGC [9]. An
implementation of CGC has not yet been released so we refer
here to the accuracy of the MNIST evaluation described in the
original CGC paper [9]. For instance, the accuracies of CGC are
82.3% for ε = 0.5, 87.8% for ε = 2.0, and 92.1% for ε = 8.0,
respectively. On the other hand, those of SPGC are 88.6% for
ε = 0.5, 90.5% for ε = 2.0, and 92.8% for ε = 8.0, respec-
tively. We believe that the above advantage of SPGC over CGC
is by virtue of our conversion from a floating-point gradient into a
fixed-point gradient, more specifically revising the incorrectness
of CGC. The above advantage becomes more obvious in propor-
tion to the noise parameter ε.

6.2 Training Time
We discuss the effect on the training time for SPGC. According

to Figs. 8–10, the convergence of the training process in SPGC
and the LDP setting is slower than the Non-privacy setting. This
is considered an adverse effect caused by the noise for differential
privacy. Namely, gradients may draw away the convergence due
to the noise generated from the Gaussian distribution. Hence, the
periodic change of the training loss values becomes larger, and
consequently, the convergence becomes slower.

Also, training time increases when an amount of noise in-
creases as shown in Section 5.3.2 in Fig. 11 (a). This increase
is caused by two computations, the gradient computations by
participant in lines 1–4 on Algorithm 1 and the communication
overhead between two servers in line 5 on Algorithm 2. To pro-

Table 2 Communication overhead (GB): for each dataset, these values are
measured between H1 and H2.

MNIST Cancer Diabetes
ε = 0.01 7,758.0 736.9 81.6
ε = 0.1 7,746.9 707.8 78.4
ε = 0.5 7,641.9 711.7 78.9
ε = 2.0 7,641.9 699.8 77.5
ε = 8.0 7,528.2 698.8 77.5

Only-MPC 433.8 39.5 4.4

vide further evidence from the standpoints described above, we
conduct more experiments with additional parameters ε = 0.01,
ε = 0.1 for each dataset, and then discuss the results (includ-
ing those in the previous section) in detail. More specifically, we
measure the computational time for gradients in lines 1–6 on Al-
gorithm 1 and the communication overhead in Algorithm 2. We
show the results in Table 1.

According to Table 1, for all datasets, the computational time
for Algorithm 2 increases in proportion to ε, more specifically
in the amount of noise. In contrast, the computational time for
gradients is almost stable. This means that the training time de-
pends on the operations of the server-side. Indeed, by evaluating
the computational time for the algorithms in detail, we discovered
that the server-side operations consumed about 98% of the total
computational time. Although SPGC needs significantly heav-
ier online results than the LDP setting, we recall that the accu-
racy of the LDP setting deteriorates, as described in Section 6.1.
For instance, for ε = 0.1 on the MNIST evaluation, the accu-
racy of SPGC is 83.6% while the LDP setting is 78%. Likewise,
for ε = 8.0 on the Cancer evaluation, the accuracy of SPGC is
five points higher than the LDP setting. Thus, it is considered
that SPGC still has an advantage because its accuracy is higher in
spite of worse online results.

More specifically, a large majority of the computational time
is caused by communication for garbled circuits between servers.
Table 2 shows results on the communication overhead between
two servers for each dataset and parameter. According to the ta-
ble, the computational cost of SPGC significantly differs from the
Only-MPC setting for all datasets. The difference was caused by
the noise generated within the garbled circuits. Notably, the com-
munication overhead of SPGC becomes more prominent in pro-
portion to the amount of noise, e.g., 433.8 GB at the Only-MPC
setting, 7,528.2 GB at ε = 8.0 and 7,758.0 GB at ε = 0.01.

The reason is that the size of garbled circuits becomes larger
to generate noise for the differential privacy in proportion to the
noise itself. Let σ′ be 2N−1

m σ. To generate noise with N(0, σ′2)
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Fig. 12 Effect of the number of participants on accuracy and training time. We measured the accuracy
and the training time for a noise parameter ε = 0.5 on the evaluation of the MNIST dataset by
changing the number of participants.

within garbled circuits, the scaled standard deviation σ′ is mul-
tiplied by the noise generated from the Gaussian distribution
N(0, 1). The size of the circuits increases with respect to a value
of σ′.

Based on the observation mentioned above, we conclude that
the training time increases significantly due to increasing the
communication overhead relative to noise generation. Dwork
et al. [18] showed that the communication overhead of secret
sharing increases due to the amount of noise for differential pri-
vacy. Our observation about the relationship between garbled cir-
cuits and differential privacy is identical to the result by Dwork
et al., except that we use garbled circuits in collaborative learning.

6.3 Number of Participants
To understand the effect from the number of participants on ac-

curacy and training time, we evaluate SPGC with various partic-
ipants. In our additional experiment, following the experiments
presented in Ref. [67], the accuracy and the training time are mea-
sured on the MNIST dataset for 3, 6, and 8 participants. Further-
more, we additionally measure for 2 and 4 participants. In doing
so, the training data is divided equally among the participants,
e.g., 10,000 data per participant for the 6-participant setting, and
ε = 0.5 is utilized as the noise parameter. The experiment results

are measured until ten epochs and are then compared with the
accuracy and the training time on LDP.
6.3.1 Accuracy

The results on the accuracy are shown in Fig. 12 (a) and
Fig. 12 (b). The accuracy of SPGC is almost stable relative to
the number of participants at epoch 10, while the accuracy on the
LDP setting is worsening. In particular, the accuracy of SPGC is
stable for any number of participants while the LDP setting de-
teriorates by 1.5 points per participant. We thus confirm that the
accuracy of SPGC is independent of the number of participants.

The above result also indicates an advantage of SPGC for the
privacy guarantee. Generally speaking, there is a trade-off be-
tween accuracy and privacy guarantee, and hence the privacy
guarantee may be degraded for the purpose of improving accu-
racy or in other words reducing the noise. This means that reduc-
ing the noise is unnecessary for SPGC because when maintaining
accuracy for any number of participants the privacy guarantee is
also stable. Consequently, the privacy guarantee by SPGC is in-
dependent of the number of participants.
6.3.2 Training time

The results on the training time are shown in Fig. 12 (c) and
Fig. 12 (d). The training time of SPGC is stable relative to the
number of participants because of the following reasons: (1) the
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total size of the dataset is the same for all settings, and thus the
computational complexity is constant, and (2) all experiments
were conducted on virtual machines via a physical computer, and
thus the process synchronization is not affected. The results on
the training time of SPGC may be different if multiple physical
machines and the WAN environment are utilized. In contrast, the
training time of LDP becomes shorter in proportion to the number
of participants because the training data each participant owns be-
comes small. Meanwhile, the training time with eight participants
was longer than that for six participants, but this was caused by
the vectorized map function. More specifically, in doing paral-
lel computations, the race condition of a computational resource
occurred in the current environment. This race condition is there-
fore thought to make the training time longer.

6.4 Variation of Noise Generation
We discuss further extensions of SPGC from the standpoint

of noise generation below. In this work, we utilized the stan-
dard arguments [20] for the noise generation in the construction
and analyzed the privacy via the composition theorem by Kairouz
et al. [32]. Although we avoided the use of the moment accoun-
tant by Abadi et al. [1] due to prototype implementation, the mo-
ment accountant is potentially available for SPGC. By introduc-
ing the moment accountant, we will be able to find a better trade-
off between accuracy and privacy guarantee. Meanwhile, a typ-
ical way [61] to provide LDP-based collaborative learning is to
adopt the Laplace mechanism for the noise generation, whereas
SPGC has adopted the Gaussian mechanism, whose privacy guar-
antee is stronger than the use of the Laplace mechanism. The use
of such an intense noise is an advantage by virtue of controlling
noise well for SPGC.

6.5 Effect by Clipping Parameter
Clipping parameter C has an enormous impact on the accuracy

because C determines the amount of noise and the clipped gra-
dients. Specifically, when the clipping parameter C is small, the
amount of noise given to gradients is also small. In other words,
the noise becomes large in proportion to the clipping parameter
C while its resultant gradients are close to the proper gradients.
Although a good way to choose C is the use of the median of the
unclipped gradients [1], computing the median between all the
participants’ gradients may be difficult. Consequently, C should
be decided as a common parameter in advance.

To evaluate the effect on the clipping parameter C, we con-
ducted an additional experiment on MNIST for C = 0.5, 1.0, 2.0
at ε = 0.5. The above parameters for C have also been utilized as
a part of the experiment in the existing work [1]. As a result, the
accuracies are 89.6% for C = 0.5, 88.6% for C = 1.0, and 86.8%
for C = 2.0. According to the result, for C = 1.0, the accuracy
deteriorates by 1.8 points compared to C = 2.0. We leave finding
an optimized value of C as an open problem to resolve.

6.6 Limitation
The current construction of SPGC contains several restrictions

on collaborative learning.
First, SPGC is secure only against an honest-but-curious ad-

versary, and a malicious adversary who ignores the protocol is
outside the scope of our work.

Second, SPGC needs the synchronized process to wait for re-
ceiving gradients from all the participants. Related to the syn-
chronized process, SPGC has two underlying restrictions in the
performance. First, the entire training time will become longer
from the standpoint of participants who have already finished the
training. Furthermore, the dynamic participation [67] which al-
lows participants to leave/join a protocol anytime, e.g., even dur-
ing the training, is not supported in SPGC.

Third, additional experimental evaluations are necessary. For
instance, the current experiments were conducted on the local
host environment, and an experiment on the WAN setting is a sub-
ject for future work. Likewise, evaluations with a large dataset
such as CIFAR-10 should be conducted to measure the perfor-
mance of SPGC. Noise parameters suitable for each data should
be discussed since we have not optimized the amount of noise
in the current experiments. We plan to conduct experiments on
these settings in the future.

7. Related Works

In this section, we describe related works on integration of
secure multiparty computation and differential privacy, privacy-
preserving machine learning, differential privacy, and secure mul-
tiparty computation.

7.1 Integration of Secure Multiparty Computation and Dif-
ferential Privacy

Dwork et al. [18] proposed a noisy summation protocol based
on secret sharing and discussed its communication complexity
and circuit depth for secret sharing. Many subsequent works have
focused on basic computations such as median [4], [51], [63] and
summation [26], [53], [60] with respect to the integration of se-
cure multiparty computation and differential privacy. Several ap-
plications, such as a generic architecture for computing statis-
tics [21] and a password protection scheme [45], were also pro-
posed.

In recent years, applications of privacy-preserving methods to
deep learning [9], [65], [67] have been presented. We describe de-
tails of existing protocols below. SPGC was inspired by CGC [9],
which is the closest work to ours. We found a pitfall in CGC
where the training fails as described in Section 4 and revised it,
and thus SPGC is significantly better. Furthermore, the through-
put was improved potentially by introducing fixed-point opera-
tions in the algorithms. Ryffel et al. [56] developed a PyTorch-
based library. Their main motivation is to serve as a public library
that leads researchers to investigate an integration protocol of dif-
ferential privacy and secure multiparty computation. However,
they did not provide experiments on datasets with heavy features
or deep and rigorous discussion. Finally, HybridAlpha [67] and
the work by Truex et al. [65] aim to optimize noise for differential
privacy and mitigate the risks of the privacy leakage. However,
the privacy guarantee of these works weakens as the number of
participants increases, and thus the noise is uncontrollable. Also,
they did not give explicit consideration to the differences in the
performance of protocols with and without differential privacy.
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Nonetheless, these works are based on attractive and elegant ap-
proaches in the sense of the use of highly advanced cryptography.
For instance, HybridAlpha is based on functional encryption [5],
and the work by Truex et al. is based on threshold encryption [14].
Readers who are interested in training that leverages advanced
cryptography are advised to read these papers.

7.2 Other Privacy-preserving Machine Learning
There are two kinds of major approaches for privacy-

preserving machine learning, namely, differential privacy-
based learning [1], [47], [61], [63], [72] and secure multiparty
computation-based learning [2], [13], [42], [43], [58], [66]. Dif-
ferential privacy can minimize the computational overhead for
training in contrast to the use of secure multiparty computation.
However, the security during the training itself is not directly sup-
ported. More precisely, in collaborative learning, a large amount
of noise is necessary to guarantee privacy during the training and
hence its resultant accuracy is significantly downgraded. On the
other hand, the secure multiparty computation can protect the
training, but training examples themselves might be leaked from
outputs of the model by attacks on machine learning [23], [62].
Therefore, the use of secure multiparty computation cannot rigor-
ously guarantee the privacy of training examples. Consequently,
both the differential privacy and the secure multiparty computa-
tion should be served jointly. Based on the technical backgrounds
above, the integration protocols [9], [56], [65], [67] described in
the previous section have been proposed.

Meanwhile, several works in literature [6], [7], [11], [16], [31],
[34], [37], [41], [50], [54], [55], [57] provide only the privacy
of inference instead of training. Although the privacy guaran-
tee on training is outside the scope of these works, some of
them [11], [31], [50], [55] have improved the computational per-
formance by combining multiple secure multiparty computation
protocols, such as the combination of secret sharing and garbled
circuits. The latest works [34], [54] provide cryptographic com-
pilers generating code to ensure the computation privacy from
TensorFlow code. Readers interested in the combination of se-
cure multiparty computations for machine learning are advised to
read these papers.

7.3 Differential Privacy
Differential privacy proposed by Dwork et al. [19] has been ex-

tended in many forms so [36], [40], [68]. Local differential pri-
vacy [17] is an extension model of differential privacy whereby
each data owner generates and applies noise to its data, and then
a model on a central server is trained by receiving the data with
noise from each data owner. Local differential privacy is a practi-
cal approach to support training among multiple data owners. A
recent work [44] has found some optimized results for the util-
ity on local differential privacy. These state-of-the-art results on
differential privacy can be used to improve the accuracy of infer-
ence on SPGC in several use cases. The accuracy of inference
on SPGC in several use cases can be improved by utilizing these
state-of-the-art results on differential privacy.

According to the composition theorem [32], the overall privacy
level degrades under the composition of interactive queries where

each query meets a specific differential privacy guarantee. Al-
though protecting a model from the attacks described in the pre-
vious section via the differential privacy is guaranteed in a formal
way [70], Jayaraman and Evans [29] have experimentally proven
that noise can be small enough to prevent such attacks. A vi-
tal issue for future research is finding a practical way to mitigate
accuracy degradation and the privacy guarantee.

7.4 Secure Multiparty Computation
There are three kinds of secure multiparty computation: se-

cret sharing [59], homomorphic encryption [24], and garbled cir-
cuits [69]. These computations can handle different operations.
Secret sharing-based protocols [3], [15], [42] and garbled circuit-
based protocols [15], [42], [64] for example, provide comparison
operations necessary for machine learning. Notably, the garbled
circuits can deal with any circuit and provide support for a wide
range of operations. TinyGarble [64], which is a library of gar-
bled circuits, is utilized in our implementation. In recent years,
developments in secure multiparty computation aim to support
the design of privacy-preserving machine learning [8], [10], [49].

In contrast, homomorphic encryption-based protocols do not
require communication for their computations, but their range of
operations is smaller than the other two protocols. Accordingly,
several works [12], [30], [33] in the past years have focused on
the use of homomorphic encryption. HEAAN [12] is a library
optimized for data analysis that can outperform all previous pro-
tocols. The design and development of a privacy-preserving ma-
chine learning protocol based on these homomorphic encryption-
based protocols will be a challenge for future years.

8. Conclusion

In this paper, we present SPGC, a collaborative learning frame-
work integrating secure multiparty computation and differential
privacy. While existing protocols [65], [67] remove noise for
differential privacy via secure multiparty computation, SPGC
creates noise within the secure multiparty computation. More-
over, SPGC has formally overcome the pitfall of CGC by Chase
et al. [9], in which the training fails. We also conducted exten-
sive experiments with academic and medical diagnosis datasets.
For instance, the training time of SPGC with the Cancer dataset
was carried out in about 10.8 hours until convergence of training,
and SPGC achieved an accuracy of 92.1%, which is 5.6% higher
than that of the naive LDP-based approach. The above higher ac-
curacy of SPGC also indicates that SPGC can provide a privacy
guarantee independent of the number of participants. Our results
also reveal that the training time becomes longer in proportion to
the amount of noise. We are confident that our results can be used
to improve the security and privacy of collaborative learning. In
the future, we plan to conduct additional experiments with more
complicated and more profound architectures, e.g., CIFAR-10.
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Appendix

A.1 Lack of Correctness on CGC

We show a lack of correctness on CGC by Chase et al. [9] be-
low. Loosely speaking, there are cases in which gradients of CGC
are not accurately recovered. In particular, for summation of gra-
dients provided by all participants, the summation may be equiv-
alent to −mC or mC, that is, −mC ≤ ∑

i gi ≤ mC. In doing
so, for the use of secret sharing whose modulus is mC, values
of −mC and mC are indistinguishable from each other. In other
words, the training will become incorrect because gradients that
are identical to mC and −mC are dealt with by the same value on
the smod operation. The lack of the correctness described above
is formally shown through Lemma 2 and Theorem 4 as described
below. Here, assume that the L2 norm is utilized as a clipping
norm.

At first, in CGC, let v = {v1, v2, · · · , vn} be data, the clip func-
tion Clip(C, v) be computed as min(1, C

||v|| 2)v and the gradient com-

putation is defined as F′(wt, xi), where wt is the current weight
and xi is a training example, respectively. The aforementioned
gradient computation of CGC is identical to ḡ(xi) = ∇wt L(wt, xi)
of SPGC in this paper.
Lemma 2. For any vector v = {v1, v2, · · · , vn} and C > 0, an ele-

ment yi computed as y = Clip(C, v) is |yi| ≤ C for any i ∈ [1, n].

Proof. We prove the lemma by discussing each case with re-
spect to ||v|| and C.
• For ||v|| ≤ C, the following equation holds:

Clip(C, v) = v = (v1, v2, · · · , vn).

That is, for any vi ∈ {v1, v2, · · · , vn}, |yi| = |vi| holds. Then,
the following inequation holds:

|yi| = |vi| ≤
√
|v1|2 + |v2|2 + · · · + |vn|2 ≤ C,

because of |vi| ≥ 0. Furthermore, when v j = 0 holds
for any j ∈ [1, n]\{i}, |yi| = |vi| = C holds. That is,
|yi| = |vi| ≤ C holds for any vi ∈ {v1, v2, · · · , vn}. Therefore,
for any yi ∈ {y1, y2, · · · , yn}, |yi| ≤ C holds.

• For any ||v|| > C, the following equation holds:

Clip(C, v) =
C
||v|| v =

C√|v1|2 + |v2|2 + · · · + |vn|2 v.
That is, for any vi ∈ {v1, v2, · · · , vn}, |yi| = C√

|v1 |2+|v2 |2+···+|vn |2
|vi|

holds. Then, the following equation holds:

|yi| = C√|v1|2 + |v2|2 + · · · + |vn|2 |vi| ≤
C√|vi|2 |vi| = C,

because of |vi| ≥ 0 holds. Furthermore, when v j = 0
holds for any j ∈ [1, n]\{i}, |yi| = C√

|v1 |2+|v2 |2+···+|vn |2
|vi| = C

holds. That is, |yi| = C√
|v1 |2+|v2 |2+···+|vn |2

|vi| ≤ C holds for any

vi ∈ {v1, v2, · · · , vn}. Therefore, for any yi ∈ {y1, y2, · · · , yn},
|yi| ≤ C holds. �

Next, we show that CGC lacks correctness by presenting a
counterexample where gradients are not accurately recovered to
an original value. Intuitively, since a modulus on CGC is mC,
gradients whose values are mC and −mC are indistinguishable
from each other when gradients are equivalent to mC. This fact is
presented as the following theorem.
Theorem 4. Let a per-example gradient for a sample xi ∈
{x1, x2, · · · , xm} be g̃(xi) = Clip(C, F′(wt, xi)). There is then a

case where a summation of all the gradients is mC and corre-

sponds to −mC in smod operation.

Proof. First, |g̃(xi)| ≤ C holds for per-example gradients com-
puted by each participant in accordance with Lemma 2. Then,
a summation of gradients given from all the participants is com-
puted as

g =

∣∣∣∣∣∣∣
m∑

i=1

g̃(xi)

∣∣∣∣∣∣∣ ≤ mC. (A.1)

Therefore, if g̃(xi) = C holds for any xi ∈ {x1, x2, · · · , xm},
g = mC holds from Equation (A.1). Then, from Theorem 4, for
gradients mC,
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m∑
i=1

g̃(xi) smod mC = (mC + mC) mod 2mC − mC = −mC

holds from the definition of the smod operation. Gradients with
mC then become −mC by the recovering phase of secure multi-
party computation and therefore the original value mC cannot be
recovered. �

For instance, in case of F′(wt, xi) = {0, · · · , j, 0, · · · , 0} for any
j ∈ R such that j > C holds, g̃(xi) = C holds.

A.2 Proof of Lemma 1

In this appendix, we prove Lemma 1 below. From the assump-
tion where α > mC > 1 holds, α−1

mC > 0 holds. Then, because
|g̃(xi)| ≤ C holds from Theorem 4, the following relationship
holds for g̃(xi):

−C ≤ g̃(xi) ≤ C

⇔ − (α − 1)
m

≤ α − 1
mC
g̃(xi) ≤ (α − 1)

m
.

Then, on a summation of gradients, the following relationship
holds from the relationship described above:

−α + 1 ≤
m∑

i=1

α − 1
mC
g̃(xi) ≤ α − 1

⇔ −α <
m∑

i=1

α − 1
mC
g̃(xi) < α.

Therefore, for any α ∈ N such that α > mC > 1 holds,
|∑m

i
α−1
mC g̃(xi)| < α holds. �
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