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Abstract

A recent breakthrough by Ambainis, Balodis, Iraids, Kokainis, Prūsis and Vihrovs (SODA’19) showed
how to construct faster quantum algorithms for the Traveling Salesman Problem and a few other NP-
hard problems by combining in a novel way quantum search with classical dynamic programming. In this
paper, we show how to apply this approach to the minimum Steiner tree problem, a well-known NP-hard
problem, and construct the first quantum algorithm that solves this problem faster than the best known
classical algorithms. More precisely, the complexity of our quantum algorithm is O(1.812kpoly(n)), where
n denotes the number of vertices in the graph and k denotes the number of terminals. In comparison,
the best known classical algorithm has complexity O(2kpoly(n)).

1 Introduction

Background: Quantum speedup of dynamic programming algorithms. The celebrated quantum
algorithm by Grover [10] for quantum search (Grover search) gives a quadratic speed up over classical al-
gorithms for the unstructured search problem [3, 10]. Its generalization, quantum amplitude amplifica-
tion [4, 15], is also useful to speed up classical algorithms. For many problems, however, Grover search or
quantum amplitude amplification does not immediately give a speedup. A simple example is the Traveling
Salesman Problem (TSP). The trivial brute-force algorithm for the TSP has running time O(n!), where n
denote the number of vertices of the graph. While Grover search can be applied to improve this complexity to
O(

√
n!), the well-known classical algorithm by Held and Karp [11], based on dynamic programming, already

solves the TSP in O∗(2n) time,1 which is significantly better than that quantum speedup.
Recently, Ambainis, Balodis, Iraids, Kokainis, Prūsis and Vihrovs [1] developed a breakthrough approach

to achieve quantum speedups for several fundamental NP-hard problems, by combining in a clever way Grover
search and (classical) dynamic programming. For the TSP, in particular, they obtained a O∗(1.728n)-time
quantum algorithm, which outperforms the O∗(2n)-time classical algorithm mentioned above. They also
constructed similar quantum algorithms, faster than the best known classical algorithms, for a few other
NP-hard problems: checking the existence of a path in an hypercube (and several similar vertex ordering
problems), computing the graph bandwidth, the minimum set cover problem and the feedback arc set problem.

While the approach from [1] has the potential to lead to speed-ups for other hard problems, it cannot
be applied to any computational problem. The approach (currently) works only for computational problems
that can be expressed with dynamic programming using a recurrence relation of a simple form. An important
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1In this paper the O∗ notation hides polynomial factors in n.
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question is to identify which other problems can be sped-up in the quantum setting by this approach, i.e.,
identify which other problems admit this formulation.

In this paper we show that another fundamental NP-hard problem, the Minimum Steiner Tree Problem,
can be sped up by such a combination of Grover search and dynamic programming.

The Minimum Steiner Tree Problem. Given an undirected weighted graph G = (V,E,w) and a subset
of terminals K ⊆ V , a Steiner tree is a subtree of G that connects all vertices in K. Below, we will write
n = |V | and k = |K|. The task of finding a Steiner tree of minimum total weight is called the Minimum Steiner
Tree problem (MST problem). This problem is NP-hard [13]. Note that for fixed constant k, this problem
can be solved in polynomial time, which means that the MST problem is fixed parameter tractable [5, 8].

The MST problem has applications to solve problems such as power supply network, communication
network and facility location problem [12]. Since all these problems need to be solved in practice, designing
algorithms as fast as possible for the MST problem is of fundamental importance.

A naive way to solve the MST problem is to compute all possible trees. Since the number of all trees in the
graph G = (V,E) can be as large as O(2|E|), this is extremely inefficient. The Dreyfus-Wagner algorithm [6]
is a well-known algorithm based on dynamic programming for solving the MST problem in time O∗(3k).
This algorithm has been the fastest algorithm for decades. Fuchs, Kern and Wang [9] finally improved this
complexity to O∗(2.684k), and Mölle, Richter and Rossmanith [14] further improved it to O((2+ δ)knf(δ−1))
for any constant δ > 0. For a graph with a restricted weight range, Björklund, Husfeldt, Kaski and Koivisto
have proposed an O∗(2k) algorithm using subset convolution and Möbius inversion [2]. The main tool in all
these algorithms [2, 9, 14] is dynamic programming.

Our results. Our main result is the following theorem (see also Table 1).

Theorem 1. There exists a quantum algorithm that solves with high probability the Minimum Steiner Tree
problem in time O∗(1.812k), where k denotes the size of the terminal set.

The quantum algorithm of Theorem 1 is the first quantum algorithm that solves the MST problem faster
than the best known classical algorithms.

Our approach is conceptually similar to the approach introduced in [1]: we combine Grover search and
(classical) dynamic programming. All the difficulty is to find the appropriate dynamic programming for-
mulation of the MST problem. The dynamic programming formulation used in the Dreyfus and Wagner
algorithm [6] cannot be used since that characterisation of minimum Steiner trees is not suitable for Grover
search. Instead, we rely on another characterization introduced by Fuchs, Kern and Wang [9]. More pre-
cisely, Ref. [9] introduced, for any r ≥ 2 the concept of “r-split" of a graph and showed how to use it to
derive a dynamic programming formulation that decomposes the computation of a minimum Steiner trees
into several parts. By considering the case r = 3, i.e., decomposing trees into three parts, they obtained
their O∗(2.684k)-time algorithm. In Section 3.2 we show how to derive another recurrence relation (Equation
(2)). Interestingly, we use a 2-split to derive this relation, and not a 3-split as in [9] (it seems that a 3-split
only gives worse complexity in the quantum setting). We then show in Section 4 how to use Grover search
to compute efficiently a minimum Steiner tree using Equation (2). This is done by applying Grover search
recursively several times with different size parameters.

Table 1: Comparison of the algorithms for the Minimum Steiner Tree problem. Here n denotes the number
of nodes in the graph and k denotes the size of the terminal set.
Algorithm Complexity classical or quantum
Dreyfus and Wagner [6] O∗(3k) classical
Fuchs et al. [9] O∗(2.684k) classical
Mölle et al. [14] O((2 + δ)knf(δ−1)) classical
Björklund et al. [2] O∗(2k) [for restricted weights] classical
This paper O∗(1.812k) quantum
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(a) (b)

Figure 1: (a) An example of a graph G = (V,E,w). The graph is unweighted, i.e., w(e) = 1 for all e ∈ E.
Circled nodes represent the nodes in the terminal set K and rectangular nodes represent the nodes in V \K.
The red dotted edges show the minimum Steiner tree T . In this case we have WG(K) = 14. (b) The tree T
extracted from (a).

2 Preliminaries
General notation. We denote H the binary entropy function, defined as H(α) = −α logα−(1−α) log(1−
α) for any α ∈ [0, 1].

Graph-theoretic notation. In this paper we consider undirected weighted graphs G = (V,E,w) with
weight function w : E → R+, where R+ denotes the set of positive real numbers. Given a subset E′ ⊆ E of
edges, we write V (E′) ⊆ V the set of vertices induced by E′, and write w(E′) =

∑
e∈E′ w(e). Given a tree

T of G, i.e., a subgraph of G isomorphic to a tree, we often identify T with its edge set. In particular, we
write its total weight w(T ).

Minimum Steiner trees. Given an undirected weighted graph G = (V,E,w) and a subset of vertices
K ⊆ V , usually referred to as terminals, a Steiner tree is a tree of G that spans K (i.e., connects all vertices
in K). A Steiner tree T is a minimum Steiner tree (MST) if its total edge weight w(T ) is the minimum
among all Steiner trees for K. Note that all leaves of a Steiner tree T are necessarily vertices in K. We
denote WG(K) the weight of an MST. Figure 1 shows an example. The Minimum Steiner Tree Problem
(MST problem) asks, given G and K, to compute WG(K) and output an MST. In this paper we write
n = |V | and k = |K|. When describing algorithms for the MST problem, we often describe explicitly only
the computation of WG(K). For all the (classical and quantum) algorithms for the MST problem described
in this paper, which are all based on dynamic programming, an MST can be obtained from the computation
of WG(K) simply by keeping record of the intermediate steps of the computation.

Graph Contraction. For a graph G = (V,E,w) and a subset of vertices A ⊆ V , a graph contraction G/A
is a graph which is obtained by removing all edges between vertices in A, replacing all vertices in A with one
new vertex vA, and replacing each edge e ∈ E with one endpoint u outside A and the other endpoint in A
by an edge between u and vA of weight w(e). If a vertex u ∈ V is incident to multiple edges e1, e2, ..., es ∈ E
with the other endpoint in A, then the graph G/A has an edge (u, vA) with a weight minsi=1 w(ei) instead of
having s edges between u and vA.

Quantum algorithm for minimum finding. The quantum algorithm for mininum finding by Dürr and
Høyer [7], referred to as “D-H algorithm" in this paper, is a quantum algorithm for finding the minimum
in an (unsorted) database that is based on Grover’s quantum search algorithm [10]. More precisely, the
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D-H algorithm is given as input quantum access to N elements a1, ..., aN from an ordered set, i.e., the
algorithm has access to a quantum oracle that maps the quantum state i0 to the quantum state iai, for any
i ∈ {1, . . . , N}. The algorithm outputs with high probability (i.e., probability at least 1 − 1/poly(N)) the
value min{ai|i = 1, ..., N} using only O(

√
N) calls to the oracle. This gives a quadratic speedup with respect

to classical algorithms for minimum finding.

3 Building Blocks from Prior Work
In this section we describe results from prior works that will be used to build our quantum algorithm.

3.1 The Dreyfus-Wagner algorithm
The Dreyfus-Wagner algorithm [6], referred to as “D-W algorithm” in this paper, solves the MST problem in
time O∗(3k) by using dynamic programming. The result from [6] that we will need in this paper is not the
final algorithm, but rather the following technical result.

Theorem 2 ([6]). For any value α ∈ (0, 1/2], all the weights WG(X) for all the sets X ⊆ K such that
|X| ≤ α|K| can be computed in time O∗ (2(H(α)+α)k

)
.

For completeness we give below an overview of the proof of Theorem 2. The key observation is as follows.
Assume that we have an MST T for X ∪ {q} where X ⊆ K, q ∈ K\X. If q is a leaf of T , then there is a
vertex p ∈ V (T ) such that there is a shortest path Pqp that connects q and p in T , and p has more than two
neighbors in T (otherwise, T is a path and we decompose T into two paths). Hence, we have T = Pqp ∪ T ′

where T ′ is an MST for X ∪ {p}. Note that p might not be a terminal, i.e., possibly p /∈ K. After removing
Pqp from T , p splits the remaining component T ′ into two edge disjoint subtrees, i.e., for some nontrivial
subset X ′ ⊆ X, MSTs T ′

1 for X ′ ∪ {p} and T ′
2 for (X\X ′) ∪ {p}, we have the decomposition T ′ = T ′

1 ∪ T ′
2.

This holds in both cases p ∈ K and p /∈ K, and even when q is not a leaf of T (in this case, we take p = q
and Pqp = ∅). This implies that an MST T for X ∪{q} can be computed from the MSTs T ′ for X ′ ∪{p} and
the shortest paths Ppq for all p ∈ V and X ′ ⊆ X. We thus obtain the following recursion:

WG(X ∪ {q}) = min
p∈V

X′⊂X

{dG(q, p) +WG(X
′ ∪ {p}) +WG((X\X ′) ∪ {p})} (1)

where dG(q, p) is the weight of a shortest path Pqp (shortest paths of all pairs of vertices can be computed in
poly(n) time). See Fig. 2 for an illustration of the decomposition.

Using this recursion, weights of MSTs for all subsets of terminals X ⊆ K with size |X| ≤ αk can be
computed in time

O∗

(
αk∑
i=0

(
k
i

)
2i

)
,

where
(
k
i

)
represents the number of sets X ⊂ K with |X| = i and 2i represents the number of sets X ′ ⊂ X.

As claimed in Theorem 2, for α ≤ 1/2, this complexity is upper bounded by O∗ (2(H(α)+α)k
)

where H is the
binary entropy function.

3.2 The algorithm by Fuchs, Kern and Wang
Fuchs, Kern and Wang [9] have improved the D-W algorithm by dividing the algorithm into two parts: a
dynamic programming part and a part which merges subtrees. In this paper we will not use directly this
improved algorithm. Instead, we will use the main technique introduced in [9] to obtain another recurrence
relation on which our quantum algorithm will be based.

The central idea that we need is the concept of “r-split” of an MST. This concept was introduced in [9]
for any value r ≥ 2 and used with r = 3 to construct their O∗(2.684k)-time algorithm for the MST problem
. For our purpose, on the other hand, we will need the version with r = 2, which we define below.
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Figure 2: An illustration for Dreyfus-Wagner decomposition for the tree in Figure 1. The MST T for X ∪{q}
is decomposed into three parts: a black solid path Pqp, an MST T ′

1 for X ′ ∪ {p} with blue dashed edges,
an MST T ′

2 for (X\X ′) ∪ {p} with red dotted edges. In this case we have X = {d, e, f, g, h, i, j, k, l,m} and
X ′ = {j, k, l,m}.

Definition 1. Let T be an MST for the terminal set K. A 2-split of T is an edge disjoint partition T = T1∪E′

such that T1 is a subtree of T and the subgraph induced by the edge subset E′ is a subforest of T . We also
use the following notation.

A := V (T1) ∩ V (E′)

K1 := K ∩ V (T1)\A
K2 := K ∩ V (E′)\A

We call A the set of split nodes. When T and E′ are both nonempty, we have A ̸= ∅ since T is a tree.

We use the following two results from [9] (see also Fig. 3 for an illustration).

Lemma 3 ([9]). Let T be an MST for the terminal set K. For any 2-split T = T1 ∪ E′, the following two
properties hold:

• In the graph G, the tree T1 is an MST for K1 ∪A;

• In the graph G/A, the subgraph E′/A (i.e., the result of contracting A in the subgraph of G induced
by E′) is an MST for K2 ∪ {vA} where vA denotes the added vertex introduced in G/A during the
contraction.

Theorem 4 ([9]). Let T be an MST for the terminal set K. For any η > 0 and any 0 < α ≤ 1
2 , there exists

a 2-split T = T1 ∪ E′ such that the following two conditions hold:

• (α− η)k ≤ |K1| ≤ (α+ η)k;

• and |A| ≤ ⌈log (1/η)⌉.

By Lemma 3 and Theorem 4, we obtain the following recursion for any η > 0 and any 0 < α ≤ 1
2 :

WG(K) = min
K1⊆K

|K1|=(α±η)k

min
A⊆V

|A|≤⌈log(1/η)⌉

{
WG(K1 ∪A) +WG/A(K2 ∪ {vA})

}
, (2)

where K2 is defined from K and A as K2 = K\(K1 ∪ A). In Equation (2) the shorthand “ |K1| = (α± η)k”
means (α−η)k ≤ |K1| ≤ (α+ η)k and WG/A(K2∪{vA}) is the weight of an MST for K2∪{vA} in the graph
G/A.
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(a) (b)

(c) (d)

(e) (f)

(g)

the graph G/{b, d}the graph G

Figure 3: An example of 2-split T = T1 ∪ E′. In this graph we have the terminal set K =
{a, f, g, h, i, j, k, l,m, n, o}, K1 = {f, g, h, i, j}, and A = {b, d}. (a): The red dotted edges show the tree
T1 and the blue dashed edges show the forest E′. (b): The contracted graph G/{b, d}. (c): Graph G con-
taining the tree of (a). (d): Graph G/{b, d} containing the tree of (b). (e): The tree induced by red dotted
edges in graph G. (f): The tree induced by blue dashed edges in graph G/{b, d}. (g): The minimum Steiner
tree. This is obtained by merging the tree with red dotted edges of (e) extracted from G and the tree with
blue dashed edges of (f) extracted from G/{b, d}.
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Algorithm 1 Quantum algorithm for Minimum Steiner Tree
input: a graph G = (V,E,w) and a subset of vertices K ⊆ V
parameters: two constants β ∈ (0, 1/2] and ε ∈ (0, 1)
output: a minimum Steiner tree for K in G.

1. For all X ⊆ K such that |X| ≤ ((1− β)/4 + 15ε)k and all A ⊆ V such that |A| ≤ ⌈log(1/ε)⌉, compute
the values of WG(X ∪A) and WG/A(X ∪ {vA}) classically using the D-W algorithm.

2. Apply the D-H algorithm to Eq. (2) three times recursively. In the last recursive call, directly use the
values computed at Step 1.

4 Quantum Algorithm for the MST
In this section we present our quantum algorithm for the MST. The main idea is to recursively apply the
D-H algorithm on Equation (2).

4.1 Our Quantum Algorithm
Algorithm 1 shows our quantum algorithm, which consists of a classical part (Step 1) and a quantum part
(Step 2). It uses two parameters β ∈ (0, 1/2] and ε ∈ (0, 1). The value of β will be set in the analysis of
Section 4.2, and ε will be a very small constant.

At Step 1, the algorithm computes the values of WG(X ∪ A) and WG/A(X ∪ {vA}) for all X ⊆ K such
that |X| ≤ ((1− β)/4 + 15ε)k and all A ⊆ V such that |A| ≤ ⌈log(1/ε)⌉. (Remember the definition of vA in
Lemma 3). This is done classically, using the D-W algorithm.

At Step 2, we use D-H algorithm on Equation (2), three times recursively, to compute a minimum Steiner
tree for K. Let us now describe more precisely how Step 2 is implemented. The three levels of application of
the D-H algorithm in our algorithm use Equation (2) in a slightly different way:

• Level 1: D-H algorithm over Equation (2) with parameters α = 1/2 and η = ε. This implements a
search over all K1 ⊂ K such that |K1| = ( 12 ± ε)k and all A ⊆ V such that |A| ≤ ⌈log(1/ε)⌉. This
requires procedures computing WG(K1 ∪ A) and WG/A(K2 ∪ {vA}), where K2 = K\(K1 ∪ A). These
two procedures are implemented at Level 2.

• Level 2: D-H algorithm over each of the following two formulas, which are obtained using Equation (2)
with parameters α = 1/2 and η = ε.

WG(K1 ∪A) =

min
K2⊆K1∪A

|K2|=( 1
4±O(ε))k

min
A′⊆V

|A′|≤⌈log(1/ε)⌉

{
WG(K2 ∪A′) +WG/A′(K3 ∪ {vA′})

}
,

where K3 = (K1 ∪A)\(K2 ∪A′).

WG/A(K2 ∪ {vA}) =

min
K4⊆K2∪{vA}

|K4|=( 1
4±O(ε))k

min
A′⊆V

|A′|≤⌈log(1/ε)⌉

{
WG/A(K4 ∪A′) +W(G/A)/A′(K5 ∪ {vA′})

}
,

where K5 = (K2 ∪ {vA})\(K4 ∪A′). This requires procedures computing the four quantities

WG(K2 ∪A′), WG/A′(K3 ∪ {vA′}), WG/A(K4 ∪A′), W(G/A)/A′(K5 ∪ {vA′}).

These four procedures are implemented at Level 3.
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• Level 3: D-H algorithm over each of the four corresponding formulas, which are obtained from Equation
(2), with parameter α = β, α = (1−β), α = β and α = (1−β), respectively, for some β ∈ (0, 1/2], and
parameter η = ε. For example, the first formula, which corresponds to the computation of the term
WG(K2 ∪A′), is:

WG(K2 ∪A′) =

min
K6⊆K2∪A′

|K6|=( β
4 ±O(ε))k

min
A′′⊆V

|A′′|≤⌈log(1/ε)⌉

{
WG(K6 ∪A′′) +WG/A′′(K7 ∪ {vA′′})

}
,

where K7 = (K2 ∪ A′)\(K6 ∪ A′′). This time, the quantities WG(K6 ∪ A′′) and WG/A′′(K7 ∪ {vA′′})
in this formula (and similarly for the other three formulas) can be obtained directly from the values
computed at Step 1 of the algorithm.2

4.2 Running Time
The parameter ε is a small constant. To simplify the analysis below we introduce the following notation: the
symbol Ô hides all factors that are polynomial in n and also all factors of the form 2O(εk).

Analysis of the classical part. Note that constructing the contracted graphs G/A can be done in poly-
nomial time. By using Theorem 2, the complexity of the classical part of the algorithm is

Ô
((

k
(1− β)k/4

)
2(1−β)k/4

)
= Ô

(
2(H( 1−β

4 )+ 1−β
4 )k

)
. (3)

The quantum part. At step 2 of our algorithm, we apply the D-H algorithm in three levels. The size of
the search space of the D-H algorithm executed at Level 1 is

Ô
((

k
k/2

))
. (4)

The size of the search space of each of the two executions of the D-H algorithm at Level 2 is

Ô
((

k/2
k/4

))
. (5)

The size of the search space of each of the four executions of the D-H algorithm at Level 3 is

Ô
((

k/4
βk/4

))
, (6)

respectively. The complexity of the quantum part of this algorithm is thus

Ô

(√(
k

k/2

)(
k/2
k/4

)(
k/4
βk/4

))
. (7)

Analysis of the parameter β. Using Stirling’s Formula, the classical and quantum parts of the complexity
(Equations (3) and (7)) can be respectively expressed as

Ô
(
2(H( 1−β

4 )+ 1−β
4 )k

)
and Ô

(
2

1
2 (

3
2+

H(β)
4 )k

)
. (8)

Since the complexity is minimized when the complexities of the classical and quantum parts equal, we can
optimize the parameter β by solving the following equation:

H

(
1− β

4

)
+

1− β

4
=

1

2

(
3

2
+

H(β)

4

)
. (9)
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Figure 4: Running time of our algorithm.

Numerical calculation show that the solution of this equation is β ≈ 0.28325, which gives total running
time Ô(ck) for c = 1.8118... (see also Figure 4). By taking an appropriately small choice of ε, we thus obtain
running time O∗(1.812k), as claimed in Theorem 1.

Remark 1. As we discuss in Appendix A, introducing additional parameters in level 1 or level 2 of Step 2
(instead of using α = 1/2) does not improve the running time. Modifying the number of levels (e.g., using
two levels, or four levels) also leads to a worse complexity.
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A Optimizing the number of levels of the D-H algorithm
In Algorithm 1, we use the D-H algorithm recursively in three levels (Level 1, Level 2, and Level 3). In this
appendix we show that this approach is essentially optimal, i.e., we show that using ℓ ≤ 2 levels or ℓ ≥ 4
levels only leads to worse complexity. More precisely, we show that applying the D-H algorithm in ℓ ≥ 4 levels
increases the complexity of the quantum part, while applying the D-H algorithm in ℓ ≤ 2 levels increases the
complexity of the classical part.

Consider the case of ℓ levels, for ℓ ≥ 1. It is easy to see that the optimal choice for the parameter α in
Equation (2) is always α = 1/2 except possibly at the last level. We denote β ∈ (0, 1/2] the parameter used
at the last level. The complexity of the classical part of the algorithm is

Ô
((

k
(1− β)k/2ℓ−1

)
2

1−β

2ℓ−1 k

)
= Ô

(
2(H(

1−β

2ℓ−1 )+
1−β

2ℓ−1 )k
)
. (10)

The complexity of the quantum part of the algorithm is

Ô

(√(
k

k/2

)(
k/2
k/22

)
· · ·
(

k/2ℓ−2

k/2ℓ−1

)(
k/2ℓ−1

βk/2ℓ−1

))
= Ô

(
2(1−

1

2ℓ−1 +
H(β)

2ℓ−1 )k
)
. (11)

Table 2 shows the complexity of the classical and quantum parts as a function of ℓ. For the case of ℓ ≤ 2,
the complexity of the classical part exceeds Ô(2k). The complexity of the quantum part is at least

Ô
(
21−

1

2ℓ−1 k
)
.

Even when ℓ = 4, this complexity is Ô
(
2

7
8k
)
= O∗ (1.835k), which is worse than the complexity we obtain

for ℓ = 3.
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Table 2: Comparison of the running time of algorithms that use D-H algorithm in ℓ levels.
ℓ 1 2 3 ≥ 4

Complexity given by Eq. (10) Ô(21.5k) Ô(21.062k) Ô(1.812k) —
Complexity given by Eq. (11) Ô(20.5k) Ô(2k) Ô(1.812k) at least Ô(21−

1

2l−1 k)
optimal values of β 1/2 1/2 ≈ 0.28325 —
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