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#### Abstract

Let $G=(V, E)$ be an undirected graph and let $T \subseteq V$ be the set of terminals. A multiway cut of $(G, T)$ is a set of edges $M \subseteq E$ that leaves each of terminals in a separate component, that is there is no path between any pair of vertices of $T$ in $G^{\prime}=(V, E \backslash M)$. In this paper, we give an efficient algorithm for enumerating inclusion-wise minimal multiway cuts of $(G, T)$ in $O(|T| \cdot|V| \cdot|E|)$ delay and in polynomial space.
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## 1. Introduction

Let $G=(V, E)$ be an undirected graph and $T \subseteq V$. A multiway cut of $(G, T)$ is a set of edges $M \subseteq E$ such that there is no path between any pair of vertices of $T$ in $G^{\prime}=(V, E \backslash M)$. The minimum multiway cut problem is of finding a smallest cardinality multiway cut of ( $G, T$ ). This problem is a natural extension of the minimum $s$ - $t$ cut problem. Unfortunately, the problem is known to be NP-hard [7] even for planar graphs and for general graphs with fixed $|T| \geq 3$. Due to numerous applications (e.g. $[9,11,18]$ ), a lot of efforts have been devoted to solving this problem from several perspectives such as approximation algorithms [1,5, 12], parameterized algorithms [6, 10, 15, 21], and restricting input $[3,4,7,14,16]$.
In this paper, we tackle this problem from yet another view point, which we focus on enumeration. Since the problem of finding a minimum multiway cut is intractable, we rather enumerates minimal multiway cuts. We say that a multiway cut $M$ of ( $G=(V, E), T)$ is minimal if $M^{\prime}$ is not a multiway cut of $(G, T)$ for every proper subset $M^{\prime} \subset M$. Since finding a minimal multiway cut is easy, the goal of our problem is to find all the minimal multiway cuts of a given graph $G$ and $T$. In this context, there are several results related to our problem. For example, there are linear delay algorithms for enumerating all minimal $s-t$ cuts $[17,19]$, which is a special case of our problem, where $T$ contains exactly two vertices $s$ and $t$. Here, an enumeration algorithm has delay $f(n)$ if the algorithm outputs all the solutions without duplication and for each pair of consecutive two outputs (including preprocessing and postprocessing), the running time between them is upper bounded by $f(n)$, where $n$ is the size of input.

Khachiyan et al. [13] studied a highly related problem, called the minimum multicut problem, in the context of enumeration. Given an undirected graph $G=(V, E)$ and a set of pairs of $S \subseteq V \times V$, the goal of this problem to enumerate all minimal $S$ cuts $M$ of $G$, that is, $G^{\prime}=(V, E \backslash M)$ has no paths between every

[^0]vertex pair in $S$ and $M$ is inclusion-wise minimal with respect to this property. The cut $M$ is called a multicut of $(G, S)$. Our problem is indeed a special case of this problem, where $S=T \times T$. They gave an efficient algorithm for this problem. Their algorithm runs in incremental polynomial time, that is, if $\mathcal{M}$ is the set of minimal $S$-cuts of $(G, S)$ that are generated so far, then the algorithm decides whether there is a minimal $S$-cut of $G$ not included in $\mathcal{M}$ in time polynomial in $|V|+|E|+|\mathcal{M}|$. Moreover, if such a minimal $S$-cut exists, the algorithm outputs one of them within the same running time bound. Since our problem is a special case of their problem, there algorithm works for our problem as well. However, there can be exponentially many minimal multicuts in a graph. Therefore, the delay of their algorithm cannot be upper bounded by a polynomial in terms of input size.

In this paper, we give a polynomial delay algorithm for enumerating minimal multiway cut of $(G=(V, E), T)$.
Theorem 1. There is an algorithm enumerates all the minimal multiway cuts of $G$ in $O(|T| \cdot|V| \cdot|E|)$ delay.

This simultaneously improves the previous incremental polynomial running time bound obtained by applying the algorithm of [13] to our problem and extends enumeration algorithms for minimal $s$ - $t$ cuts due to $[17,19]$. The idea behind this result is that we rather enumerate particular partitions of $V$ than directly enumerating minimal multiway cuts of $(G, T)$. It is known that an $s$ - $t$ cut of $G$ is minimal if and only if the bipartition $\left(V_{1}, V_{2}\right)$ naturally defined from the $s-t$ cut induces connected subgraphs of $G$, that is, $G\left[V_{1}\right]$ and $G\left[V_{2}\right]$ are connected [8]. This fact is highly exploited in enumerating minimal $s-t$ cuts $[17,19]$ and can be extended for multiway cuts (See Section 2). To enumerate such partitions of $V$, we use the reverse search paradigm due to Avis and Fukuda [2]. It would be worth mentioning that the approaches for enumerating minimal $s$ - $t$ cuts of $[17,19]$ rely on the fact that $T$ contains exactly two vertices, and hence it would be non-trivial to extend their approaches to the general case where $|T|>2$.

As a straightforward application of Theorem 1, we can enumerate minimal multicuts in polynomial delay for a special case. For an instance $(G, S)$ of the multicut problem, the demand graph
is an undirected simple graph $H=\left(T, E_{s t}\right)$ such that $T$ is the set of vertices appeared in $S$, that is, $T=\bigcup_{(s, t) \in S}\{s, t\}$, and $E_{s t}=\{\{s, t\}:(s, t) \in S\}$. Note that for multiway cuts, $H$ is exactly the complete graph on $T$. Provan and Shier [17] implicitly proved that if $H$ is a star, then all the minimal multicuts can be enumerated in polynomial delay since such a minimal multicut forms a bipartition $(X, V \backslash X)$ of $V$ such that $X$ contains the center of $H$ and $V \backslash X$ contains the other leaves of $H$ (See [17], for details). The only remaining case for demand graphs of three vertices is $K_{3}$, which corresponds to our case. As an immediate consequence from Theorem 1, we have the following.
Corollary 2. There is an algorithm enumerates all the minimal multicuts of $G$ in polynomial delay, provided that the demand graph has at most three vertices.

## 2. Preliminaries

In this paper, we assume that a graph $G=(V, E)$ is connected and has no self-loops and no parallel edges. Let $X \subseteq V$. We denote by $G[X]$ the subgraph of $G$ induced by $X$. The neighbor set of $X$ is denoted by $N(X)$ (i.e. $N(X)=\{y \in V \backslash X: x \in X \wedge\{x, y\} \in E\}$. For a set of edges $F \subseteq E$, the graph obtained from $G$ by deleting $F$ is denoted by $G-F$.
Let $T=\left\{t_{1}, t_{2}, \ldots, t_{k}\right\}$ be a set of vertices in $V$. A vertex $t_{i} \in T$ is called a terminal and $T$ is called a terminal set or terminals. A set of edges $M \subseteq E$ is a multiway cut of $(G, T)$ if no pair of terminals is connected in $G-M$. When $T$ is clear from the context, we simply call $M$ a multiway cut of $G$. A multiway cut $M$ is minimal if $M \backslash F$ is not a multiway cut of $G$ for any $F \subset M$. Note that this condition is equivalent to that $M \backslash\{e\}$ is not a multiway cut of $G$ for any $e \in M$. In the following lemma, we give a characterization of a minimal multiway cut of $G$.
Lemma 3. Let $M \subseteq E$ be a multiway cut of $G$. Then, $M$ is minimal if and only if it satisfies the following two conditions: (I) $G-M$ has $k$ connected components $C_{1}, \ldots, C_{k}$, (II) the $i$-th connected component $C_{i}$ is an induced subgraph of $G$ and contains $t_{i}$.

Proof. Suppose that $M$ is a minimal multiway cut of $G$. From the definition of a minimal multiway cut, $G-M$ has at least $k$ connected components $C_{1}, C_{2}, \ldots, C_{k^{\prime}}$. We can assume without loss of generality that each $C_{i}$ contains $t_{i}$. If $C_{i}$ is not an induced subgraph of $G$, we can simply remove an edge of $M$ whose endpoints belong to $C_{i}$, which contradicts to the minimality of $M$. Moreover, if $k^{\prime}>k$, there is at least one edge in $M$ whose one endpoint belongs to $C_{i}$ for some $i \leq k$ and the other endpoint belongs to $C_{j}$ for some $j>k$. This edge is also removable from $M$, contradicting to the minimality of $M$. Therefore, the "only if" part follows.
Conversely, let $C_{1}, C_{2}, \ldots C_{k}$ be the connected components of $G-M$ that satisfies (I) and (II). Since every $C_{i}$ is an induced subgraph of $G$, every edge $e$ in $M$ lies between two connected components, say $C_{i}$ and $C_{j}$. This implies that there is a path between $t_{i}$ and $t_{j}$ in $G-(M \backslash\{e\})$. Hence, $M$ is minimal.

Note that the lemma proves in fact that there is a bijection between the set of minimal multiway cuts of $G$ and the collection of partitions of $V$ satisfying (I) and (II). Therefore, in
what follows, we regard a minimal multiway cut $M$ as a partition $\mathcal{P}=\left\{C_{1}, C_{2}, \ldots C_{k}\right\}$ of $V$ satisfying the conditions (I) and (II) in Lemma 3. In this context, we call a partition of $V$ satisfying (I) and (II) in Lemma 3 a valid partition. We write $\mathcal{P}_{i<}$ and $\mathcal{P}_{<i}$ to denote $\bigcup_{i<j} C_{j}$ and $\bigcup_{j<i} C_{j}$, respectively. For a vertex $v \in V$ and a valid partition $\mathcal{P}$, the position of $v$ in $\mathcal{P}$, denoted by $\mathcal{P}(v)$, is the index $1 \leq i \leq k$ with $v \in C_{i}$.

## 3. The algorithm

Fix a graph $G=(V, E)$ and a terminal set $T \subseteq V$. Our proposed algorithm follows the reverse search paradigm due to [2]. In this paradigm, algorithms inductively enumerate solutions from a special solution. For our problem, we inductively define this special solution $\mathcal{R}=\left\{C_{1}^{r}, \ldots, C_{k}^{r}\right\}$ as follows: Let $C_{i}^{r}$ be the component in $G\left[V \backslash\left(\mathcal{R}_{<i} \cup\left\{t_{i+1}, \ldots, t_{k}\right\}\right)\right]$ including $t_{i}$. Note that $\mathcal{R}_{<1}$ is defined as the empty set and hence $C_{1}^{r}$ is well-defined.
Lemma 4. $\mathcal{R}$ is a valid partition.
Proof. Clearly, $C_{i}^{r}$ satisfies (II) in Lemma 3 for all $1 \leq i \leq k$. Thus, we show that $\mathcal{R}$ is a partition of $V$. Let $v$ be an arbitrary vertex of $G$. Since $G$ is connected, we can assume that $v$ is adjacent to a vertex in $C_{i}^{r}$ for some $1 \leq i \leq k$. This implies that $v$ is included in $C_{j}^{r}$ for some $j \leq i$.

This partition $\mathcal{R}$ is called the root partition.
Lemma 5. Let $\mathcal{P}=\left\{C_{1}, \ldots, C_{k}\right\}$ be an arbitrary valid partition. Then, $C_{i} \cap C_{j}^{r}=\emptyset$ holds for every $1 \leq i<j \leq k$.

Proof. Suppose for contradiction that $v$ is a vertex in $C_{i} \cap C_{j}^{r}$ for some $i$ and $j$ with $i<j$. Assume, without loss of generality, there is no component $C_{j^{\prime}}^{r}$ satisfying $C_{i} \cap C_{j^{\prime}}^{r} \neq \emptyset$ with $j^{\prime}>j$. Let $P$ be a path in $G\left[C_{i}\right]$ between $t_{i}$ and $v$. Assume moreover that there is no vertex in $C_{j}^{r}$ on the path other than $v$. From these assumptions, for every $w$ on $P$ except for $v$, we have $\mathcal{R}(w)<j$. Let $w$ be the vertex on $P$ adjacent to $v$. By the definition of $\mathcal{R}$, both $w$ and $v$ are included in the same component $C_{\mathcal{R}(w)}^{r}$, which contradicts to the fact that $\mathcal{R}(w)<j$.

Corollary 6. Let $\mathcal{P}=\left\{C_{1}, \ldots, C_{k}\right\}$ be an arbitrary valid partition. Then, $C_{i} \subseteq \mathcal{R}_{\leq i}$ holds for every $1 \leq i \leq k$.

We define the farness of $\mathcal{P}$ as:

$$
\sum_{v \in V}(\mathcal{P}(v)-\mathcal{R}(v)) .
$$

Intuitively, the farness of a valid partition is the sum of the "difference" of the indices of $v$ in $\mathcal{P}$ and in $\mathcal{R}$. Note that the farness of $\mathcal{P}$ is at most $k n$ for every valid partition $\mathcal{P}$. One may think that the farness or more specifically $\mathcal{P}(v)-\mathcal{R}(v)$ can be negative. The following lemma ensures that it is always non-negative.
Lemma 7. Let $\mathcal{P}=\left\{C_{1}, \ldots, C_{k}\right\}$ be a valid partition. Then, the farness of $\mathcal{P}$ is equal to zero if and only if $\mathcal{P}$ is the root partition.

Proof. Obviously, the farness of the root partition $\mathcal{R}$ is zero. Thus, in the following, we consider the "only if" part. By Corollary 6 , every vertex $v \in C_{i}$ is included in $\mathcal{R}_{\leq i}$. This implies that $\mathcal{P}(v)-\mathcal{R}(v)$ is non-negative. Since the farness of $\mathcal{P}$ is equal to zero, we have $\mathcal{P}(v)=\mathcal{R}(v)$ for every $v \in V$. Hence, we have $C_{i}=C_{i}^{r}$ for every $1 \leq i \leq k$.

Let $\mathcal{P}=\left\{C_{1}, \ldots, C_{k}\right\}$ be a valid partition. We say that a vertex $v \in\left(N\left(C_{i}\right) \cap \mathcal{P}_{i<}\right) \backslash T$ is shiftable into $C_{i}$ (or simply, shiftable). In words, a vertex is shiftable into $C_{i}$ if it is non-terminal, adjacent to a vertex in $C_{i}$, and included in $C_{j}$ for some $j>i$ (See Figure 1).


Fig. 1 The figure illustrates a valid partition of a graph with four terminals. Squares indicate terminals and circle indicate other vertices. Shiftable vertices are depicted by white circles.

Lemma 8. Let $\mathcal{P}$ be a valid partition with $\mathcal{P} \neq \mathcal{R}$. Then, $\mathcal{P}$ has at least one shiftable vertex.

Proof. By Lemma 7, the farness of $\mathcal{P}$ is more than zero. This implies that there is a vertex $v \in C_{j} \cap C_{i}^{r} \neq \emptyset$ for some $i \neq j$. Note that $v$ is not a terminal. By Lemma 5, we have $i<j$. Observe that $C_{i}^{r} \backslash C_{j}$ is not empty since $C_{i}^{r}$ contains terminal $t_{i}$ that is not contained in $C_{j}$. Since $G\left[C_{i}^{r}\right]$ is connected, there is at least one vertex $w \in C_{i}^{r} \backslash C_{j}$ that is adjacent to $v$. Note that $w$ is not included in $C_{j}$, which implies that $j \neq \mathcal{P}(w)$. If $j<\mathcal{P}(w)$, we have $w \neq t_{i}$ and hence $w$ is shiftable into $C_{j}$. Otherwise, $j>\mathcal{P}(w)$, we can conclude that $v$ is shiftable into $C_{\mathcal{P}(w)}$. Hence the lemma follows.

Let $\mathcal{P}=\left\{C_{1}, \ldots, C_{k}\right\}$ be a valid partition with $\mathcal{P} \neq \mathcal{R}$. By Lemma $8, \mathcal{P}$ has at least one shiftable vertex. The largest index $i$ of a component $C_{i}$ into which there is a shiftable vertex is denoted by $\ell(\mathcal{P})$. There can be more than one vertices that are shiftable into $C_{\ell(\mathcal{P})}$. We say that a vertex $v$ is the pivot of $\mathcal{P}$ if $v$ is shiftable into $C_{\ell(\mathcal{P})}$, and moreover, if there are more than one such vertices, we select the pivot in the following algorithmic way:
(1) Let $Q$ be the set of vertices, each of which is shiftable into $C_{\ell(\mathcal{P})}$.
(2) If $Q$ contains more than one vertices, we replace $Q$ as $Q:=$ $Q \cap C_{s}$, where $s$ is the maximum index with $Q \cap C_{s} \neq \emptyset$.
(3) If $Q$ contains more than one vertices, we compute the cut vertices in $G\left[C_{s}\right]$. If there is at least one vertex in $Q$ that is not a cut vertex of $G\left[C_{s}\right]$, remove all the cut vertices of $G\left[C_{s}\right]$ from $Q$. Otherwise, that is, $Q$ contains only cut vertices of $G\left[C_{s}\right]$, remove a cut vertex $v \in Q$ from $Q$ if there is another cut vertex $w \in Q$ of $G\left[C_{s}\right]$ such that every path between $w$ and $t_{s}$ hits $v$.
(4) If $Q$ contains more than one vertices, remove all but one vertex that is the minimum with respect to some prescribed total order on $V$.
Note that if we apply this algorithm to $Q, Q$ contains exactly one vertex that is shiftable into $C_{\ell(\mathcal{P})}$. We select this vertex as the pivot of $\mathcal{P}$.
Lemma 9. Let p be the pivot of $\mathcal{P}=\left\{C_{1}, \ldots C_{k}\right\}$ and let $s=\mathcal{P}(p)$. Then, for every connected component $C$ of $G\left[C_{s} \backslash\{p\}\right]$, either $C$ contains terminal $t_{s}$ or $C$ has no any shiftable vertex into $C_{\ell(\mathcal{P})}$.

Proof. If $p$ is not a cut vertex in $G\left[C_{s}\right]$, clearly $G\left[C_{s} \backslash\{p\}\right]$ has exactly one component that has terminal $t_{s}$. Suppose otherwise. If there is a component $C$ of $G\left[C_{s} \backslash\{p\}\right]$ that has no terminal $t_{s}$ and has a shiftable vertex $v$ into $C_{\ell(\mathcal{P})}$. Then, since $p$ is the cut vertex of $G\left[C_{s}\right]$, every path between $v$ and $t_{s}$ hits $p$. This contradicts to the choice of $p$.

To completely enumerate all the valid partitions from the root partition, we define a tree whose node corresponds to a valid partition and the root corresponds to the root partition. Once we can define this tree structure on the set of valid partitions, we can enumerate all the valid partitions from the root partition without duplication. To this end, we define the parent of a valid partition $\mathcal{P}=\left\{C_{1}, C_{2}, \ldots, C_{k}\right\}$ with $\mathcal{P} \neq \mathcal{R}$, denoted by $\operatorname{par}(\mathcal{P})=\left\{C_{1}^{\prime}, \ldots, C_{k}^{\prime}\right\}$, as follows:

$$
C_{i}^{\prime}= \begin{cases}C_{i} & (i \neq \ell(\mathcal{P}), \mathcal{P}(p)) \\ C_{i} \cup\left(C_{\mathcal{P}(p)} \backslash C\right) & (i=\ell(\mathcal{P}))) \\ C & (i=\mathcal{P}(p)),\end{cases}
$$

where $p$ is the pivot of $\mathcal{P}$ and $C$ is the component in $G\left[C_{\mathcal{P}(p)} \backslash\{p\}\right]$ including terminal $t_{\mathcal{P}(p)}$. Since $p$ has a neighbor in $C_{\ell(\mathcal{P})}, G\left[C_{\ell(P)}^{\prime}\right]$ is connected, and hence $\operatorname{par}(\mathcal{P})$ is a valid partition as well. If $\mathcal{P}=\operatorname{par}\left(\mathcal{P}^{\prime}\right)$ for some $\mathcal{P}^{\prime}, \mathcal{P}^{\prime}$ is called a child of $\mathcal{P}$.

Observe that for every valid partition $\mathcal{P}$ that is not the root partition $\mathcal{R}$, the farness of $\operatorname{par}(\mathcal{P})$ is strictly smaller than that of $\mathcal{P}$ since $\operatorname{par}(\mathcal{P})(v) \leq \mathcal{P}(v)$ for every $v \in V$ and $\operatorname{par}(\mathcal{P})(p)<\mathcal{P}(p)$ holds for the pivot $p$ of $\mathcal{P}$. This infers that for every valid partition $\mathcal{P}$ with $\mathcal{P} \neq \mathcal{R}$, we can eventually obtain $\mathcal{R}$ by tracing their parents at most $k n$ times. Therefore, this parent-children relation defines a tree whose root is the root partition and contains all the valid partitions as its nodes.

From a valid partition that is not the root partition, we can easily find its parent. However, to traverse the tree to enumerate the valid partitions, we need to compute the set of children from their parent. For a valid partition $\mathcal{P}$, we denote by $\operatorname{ch}(\mathcal{P})$ the set of all children of $\mathcal{P}$. Let $C$ be a set of vertices that induces a connected subgraph in $G$. The boundary of $C$, denoted by $B(C)$, is the set of vertices in $C$ that has a neighbor outside of $C$.
Lemma 10. Let $\mathcal{P}=\left\{C_{1}, \ldots, C_{k}\right\}$ be a valid partition and $\mathcal{P}^{\prime}$ a child of $\mathcal{P}$. Then, the pivot $p$ of $\mathcal{P}^{\prime}$ belongs to the boundary of $C_{\ell\left(\mathcal{P}^{\prime}\right)}$ and is adjacent to a vertex in $C_{\mathcal{P}^{\prime}(p)}$.

Proof. Let $\mathcal{P}^{\prime}=\left\{C_{1}^{\prime}, \ldots, C_{k}^{\prime}\right\}$ and let $s=\mathcal{P}^{\prime}(p)$. Since $p$ is shiftable, it belongs to the boundary of $C_{s}^{\prime}$. Moreover, $p$ belongs to $C_{\ell\left(\mathcal{P}^{\prime}\right)}$. Since $G\left[C_{s}^{\prime}\right]$ is connected and has at least two vertices ( $p$ and $t_{s}$ ), $p$ has a neighbor $w$ in $C_{s}^{\prime}$. We can choose $w$ as a vertex in the component of $G\left[C_{s}^{\prime} \backslash\{p\}\right]$ including terminal $t_{s}$. This implies that $\mathcal{P}(w)=s$ and hence $p$ belongs to the boundary of $C_{\ell\left(\mathcal{P}^{\prime}\right)}$ and is adjacent to $w \in C_{s}$.

Our algorithm EMC is described in Algorithm 1. For enumerating valid partitions, call $\operatorname{EMC}(G, \mathcal{R}, 0)$, where $\mathcal{R}$ is the root partition for $G$.
Lemma 11. Given the root partition $\mathcal{R}$ for $G$, Algorithm 1 enumerates all the valid partitions for $G$.

Proof. To prove the correctness of Algorithm 1, it suffices to

```
Algorithm 1: An algorithm to enumerate minimal multi-
way cuts in \(O(k n m)\) delay and \(O\left(k n^{2}+m\right)\) space.
Procedure EMC \(\left(G, \mathcal{P}=\left\{C_{1}, \ldots, C_{k}\right\}, d\right)\)
        if \(d\) is even then Output \(\mathcal{P}\)
        for \(C_{i} \in \mathcal{P}\) do
            for \(v \in B\left(C_{i}\right)\) with \(v \neq t_{i}\) do
                \(I D \leftarrow \emptyset\)
                for \(u \in N(v) \backslash C_{i}\) do \(I D \leftarrow I D \cup\{\mathcal{P}(u)\}\)
                \(\mathcal{P}^{\prime} \leftarrow \mathcal{P} \quad / / \mathcal{P}^{\prime}=\left\{C_{1}^{\prime}, \ldots, C_{k}^{\prime}\right\}\)
                \(C_{i}^{\prime} \leftarrow\) the component including \(t_{i}\) in \(G\left[C_{i} \backslash\{v\}\right]\)
                \(C \leftarrow C_{i} \backslash C_{i}^{\prime}\)
                for \(j \in I D\) with \(j>i\) do
                    \(C_{j}^{\prime} \leftarrow C_{j} \cup C\)
                    if \(\operatorname{par}\left(\mathcal{P}^{\prime}\right)=\mathcal{P}\) then \(\operatorname{EMC}\left(G, \mathcal{P}^{\prime}, d+1\right)\)
                \(C_{j}^{\prime} \leftarrow C_{j}\)
        if \(d\) is odd then Output \(\mathcal{P}\)
```

show that given a valid partition $\mathcal{P}=\left\{C_{1}, \ldots, C_{k}\right\}$, every child of $\mathcal{P}$ is generated in line 3 to 13 in EMC. Basically, EMC tries to find a child $\mathcal{P}^{\prime}=\left\{C_{1}^{\prime}, \ldots, C_{k}^{\prime}\right\}$ of a given valid partition $\mathcal{P}=\left\{C_{1}, \ldots, C_{k}\right\}$. For a valid partition $\mathcal{P}$ and its child $\mathcal{P}^{\prime}$, every component $C_{i}$ except two is equal to the corresponding component $C_{i}^{\prime}$. The only difference between them is two pairs of components $\left(C_{\ell\left(\mathcal{P}^{\prime}\right)}, C_{\ell\left(\mathcal{P}^{\prime}\right)}^{\prime}\right)$ and $\left(C_{\mathcal{P}^{\prime}(p)}, C_{\mathcal{P}^{\prime}(p)}^{\prime}\right)$. Line 3 guesses the component $C_{\ell\left(\mathcal{P}^{\prime}\right)}$. By Lemma 10, the pivot of $\mathcal{P}^{\prime}$ is included in the boundary of $C_{\ell\left(\mathcal{P}^{\prime}\right)}$. Thus, line 4 correctly guesses the pivot $p$ of $\mathcal{P}^{\prime}$. Moreover, since, by Lemma 10, $p$ has a neighbor in $C_{\mathcal{P}^{\prime}(p)}^{\prime}$, lines 10-13 correctly guess the index $\mathcal{P}^{\prime}(p)$.
Now, consider two components $C_{\ell\left(\mathcal{P}^{\prime}\right)}$ and $C_{\mathcal{P}^{\prime}(p)}$. Let $\ell=\ell\left(\mathcal{P}^{\prime}\right)$ and $s=\mathcal{P}^{\prime}(p)$. By the definition of a parent, $C_{\ell}=C_{\ell}^{\prime} \cup\left(C_{s}^{\prime} \backslash C_{s}\right)$ and $C_{s}$ is the component of $G\left[C_{s}^{\prime} \backslash\{p\}\right]$ including terminal $t_{s}$. Since $C_{\ell}^{\prime} \cap C_{s}^{\prime}=\emptyset$ and $C_{\ell} \cap C_{s}=\emptyset$, we have $C_{\ell}^{\prime}=C_{\ell} \backslash\left(C_{s}^{\prime} \backslash C_{s}\right)$. By Lemma $9, C_{s}^{\prime} \backslash C_{s}$ has only one shiftable vertex into $C_{\ell}^{\prime}$, which is the pivot $p$ of $\mathcal{P}$. By the definition of shiftable vertex, there are no edges between a vertex in $C_{s}^{\prime} \backslash C_{s} \backslash\{p\}$ and a vertex in $C_{l}^{\prime}$. This means that either $C_{s}^{\prime} \backslash C_{s} \backslash\{p\}$ is empty or $p$ is a cut vertex in $G\left[C_{\ell} \backslash\{p\}\right]$ that separates $C_{s}^{\prime} \backslash C_{s} \backslash\{p\}$ from $C_{\ell}^{\prime}$. Therefore, $C_{\ell}^{\prime}$ is the component of $G\left[C_{l}^{\prime} \backslash\{p\}\right]$ including terminal $t_{\ell}$. Moreover, by the definition of a parent, we have $C_{s}^{\prime}=C_{s} \cup\left(C_{\ell} \backslash C_{\ell}^{\prime}\right)$.
Hence, Algorithm 1 correctly computes all the valid partitions for $G$.

Lemma 12. Given the root partition $\mathcal{R}$ for $G$, Algorithm 1 runs in $O(\mathrm{knm})$ delay and $O\left(k n^{2}+m\right)$ space.

Proof. Let $\mathcal{T}$ be the enumeration tree defined by the recursive calls of EMC.
First, we analyze the total running time of EMC. Let $\mathcal{P}=$ $\left\{C_{1}, \ldots, C_{k}\right\}$ be a valid partition. In each node of $\mathcal{T}$, line 3 guesses the component $C_{i} \in \mathcal{P}$ and line 4 guesses the vertex in the boundary $B\left(C_{i}\right)$. The loop procedure from line 4 to line 13 is executed at most $n$ times since the total size of boundaries is at most $n$. Since the computation of $\mathcal{P}^{\prime}$ and $\operatorname{par}\left(\mathcal{P}^{\prime}\right)$ can be done in $O(m)$ time for each $C_{j}$, each node needs $O(\mathrm{knm})$ time. Since the algorithm outputs exactly one valid partition in each node of $\mathcal{T}$, the total computation time is $O$ (Mknm), where $M$ is the number of valid partitions.

Next, we analyze the delay of EMC. To show a delay bound, we


Fig. 2 The figure depicts the three cases of consecutive three events $e_{i}, e_{i+1}$, and $e_{i+2}$.
use the alternative output method due to [20]. We replace each edge of $\mathcal{T}$ with a pair of parallel edges. Then, the traversal of $\mathcal{T}$ naturally defines an Eulerian tour on this replaced graph. Let $S=\left(n_{1}, \ldots, n_{t}\right)$ be the sequence of nodes that appear on this tour in this order. Note that each leaf node appears exactly once in $S$ and each internal node appears more than once in $S$. From now on, we may call each $n_{i}$ an event and denote by $e_{i}$ the $i$-th event in $S$. Observe that if the depth of $n_{i}$ is even (resp. odd) in $\mathcal{T}$, then the first (resp. last) event in $S$ corresponding to this node outputs a valid partition. Now, let us consider three consecutive events $e_{i}, e_{i+1}$, and $e_{i+2}$ in $S$. Since each node is processed in $O(k n m)$ time, it suffices to show that at least one of these events outputs a valid partition. If at least one of these events corresponds to a leaf node, this claim obviously holds. Hence, we assume not in this case. Since each of $e_{i}, e_{i+1}$, and $e_{i+2}$ corresponds to an internal node of $\mathcal{T}$, there are three possibilities (Figure 2): (I) $n_{i+1}$ is a child of $n_{i}$ and $n_{i+2}$ is a child of $n_{i+1}$. (II) $n_{i+1}$ is a parent of $n_{i}$ and $n_{i+2}$ is a parent of $n_{i+1}$. (III) $n_{i+1}$ is a parent of both $n_{i}$ and $n_{i+2}$. Note that these three nodes must be distinct since none of them is a leaf of $\mathcal{T}$. For case (I), the events $e_{i+1}$ and $e_{i+2}$ are the first events for distinct nodes $n_{i+1}$ and $n_{i+2}$, respectively. Since exactly one of $n_{i+1}$ and $n_{i+2}$ has even depth, therefore, either $e_{i+1}$ or $e_{i+2}$ outputs a valid partition. For case (II), the events $e_{i+1}$ and $e_{i+2}$ are the last events for those nodes, and hence exactly one of them outputs a valid partition as well. For case (III), suppose first that $n_{i+1}$ has even depth. Then $n_{i}$ has odd depth, and hence $e_{i}$ is the last event for $n_{i}$ and hence $e_{i}$ outputs a valid partition. Suppose otherwise that $n_{i+1}$ has odd depth. Then, $n_{i+2}$ has even depth and $e_{i+2}$ is the first event for this node. This, $e_{i+2}$ outputs a valid partition. Therefore, the delay of EMC is $O(\mathrm{knm})$.
Finally, we analyze the space complexity. Let $\mathcal{P}$ be a solution and $P$ be a path between $\mathcal{P}$ and $\mathcal{R}$ in $\mathcal{T}$. In each node, we store the solution $\mathcal{P}^{\prime}$, the boundary for each $C_{i}^{\prime} \in \mathcal{P}^{\prime}$ and a set of indices $I D$. Since the size of each set and partition is $O(n)$ and the depth of $\mathcal{T}$ is $k n$, the space complexity is $O\left(k n^{2}+m\right)$. Hence, the statement holds.
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