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Abstract: Traffic congestion causes significant problems such as longer travel time, energy consumption, and air pol-
lution. Currently, we have proposed an adaptive traffic control algorithm based on back-pressure and Q-learning to
efficiently reduce congestion. In this paper, we evaluate our proposed method using the road network simulated by a
real structure. The simulation results show that our algorithm significantly decreases average vehicle traveling time
from 17% to 37% compared with state-of-the-art algorithm.

1. Adaptive Traffic Control Based On Back-
Pressure And Q-Learning

Our algorithm uses real-time traffic information and global

traffic information in road network.

Each junction has a control agent that collects information of

vehicle speed and vehicle position every time slot for traffic con-

trol. At each time slot, every control agent performs the follow-

ing three tasks sequentially. Task 1 (Learning Global Conges-

tion Information): It exchanges congestion level information with

neighboring agents. Based on exchanged congestion informa-

tion, the agent updates its own congestion estimate based on Q-

learning. Through this kind of congestion information exchange

and update, all agents will finally obtain global congestion in-

formation which can be used in the following two tasks. Task 2

(Traffic Phase Selection): The agent selects a traffic phase based

on back-pressure algorithm. Task 3 (Vehicle Routing): After a

vehicle passes through the junction and enters next road under

the traffic phase selected in task 2, the agent determines which

lane of that road the vehicle should join. Since each lane deter-

mines vehicle turning direction, i.e., going straight, turning left

or turning right, the process of determining lanes for a vehicle

to join forms the routing process of that vehicle. The following

shadow network is constructed to perform three tasks.

2. Shadow Network
An example of shadow network is given in Fig. 1, where a

virtual shadow vehicle in shadow network corresponds to an ac-

tual vehicle in road network, a shadow buffer corresponds to the

beginning part of one real road (a vehicle just passing through a

junction will enter this part of road) and a shadow queue corre-
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sponds to the end part of one real road (a vehicle running close to

next junction will enter this part of the road).

Fig. 1 An example of a shadow network.

3. Adaptive Traffic Control Algorithm Based
on Back-Pressure and Q-Learning

Our adaptive traffic control algorithm based on back-pressure

and Q-Learning (ARD-BP-Q) is decentralized and agent at each

junction runs the following algorithm independently.

3.1 Task 1 Learning Global Congestion Information
At each time slot t, an agent performs the following three tasks

sequentially. The agent at a junction is responsible for estimating

route congestion level Rd
i j(t) for all route to destination d from

road i and by the way of the neighbor road j. Each agent main-

tains a table R to store the value of Rd
i j(t). At the beginning of each

time slot, the agent exchanges information of the number of ve-

hicles Q̄d
j (t) at upstream roads around that junction and the table

R with neighboring agents. After exchanging those information,

the agent updates its route congestion estimate Rd
i j(t) as follows:

Rd
i j(t)→ (1 − α)Rd

i j(t − 1) + α[Q̄d
j (t) + γmin

k
Rd

jk(t)] (1)

where α and γ are Q-learning parameters, 0 < α, γ <= 1. If
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Rd
i j > Cmax, set Rd

i j = Cmax, Cmax is a positive constant. Each

agent then calculates a bias quantity Cd
i (t) as follows:

Cd
i (t) = min

j
Rd

i j(t) (2)

Finally, the bias quantity Cd
i (t) will be used in Traffic Phase

Selection.

3.2 Task 2 Traffic Phase Selection
The agents at each junction compute traffic pressure wd

i j(t) for

all destinations and traffic movement. Traffic pressure in our al-

gorithm ARD-BP-Q (Algorithm 1) is defined as follows:

wd
i j(t) = max{(Q̄d

i (t) +Cd
i (t)) − (Q̄d

j (t) +Cd
j (t)), 0} (3)

Then the agent select the destination d∗i j that return maximizes

traffic pressure wd
i j(t) defined as follows:

d∗i j(t) = arg max
d
wd

i j(t) (4)

From above equation agents define w
d∗i j(t)
i j (t) as the weight of

traffic movement which corresponds to one d∗i j(t) at time slot t.

Finally, the agent selects and activates the phase pa∗(t) ∈ Pa

that releases the most traffic pressure defined as follows:

pa∗(t) = arg max
pa

l ∈Pa

Σ(Ri ,Rj)∈pa
l
w

d∗i j(t)
i j (t)si j(t) (5)

where si j is the number of vehicles that can move from road Ri

to road Rj at time slot t

3.3 Task 3 Vehicle Routing
Vehicle will follow the routing probabilities Pd

i j(t) based on

σ̂d
i j(t) defined as follows:

Pd
i j(t) =

σ̂d
i j(t)

Σk:(Rj ,Rk)∈Ma σ̂
d
ik(t)

(6)

where σ̂d
i j(t) is the estimated value of expected number of

shadow vehicles of destination d that moves from shadow queue

Q̄d
i (t) to shadow buffer B̄d

j (t) which corresponds to road Ri and

Rj. σ̂
d
i j(t) is updated by the agent of junction Ja for all destination

d ∈ D and traffic movement (Ri,Rj) ∈ Ma as follows :

σ̂d
i j(t) = (1 − β)σ̂d

i j(t − 1) + βσd
i j(t) (7)

where 0 < β < 1. After vehicle enters road Ri at time slot t it

will join lane Li j with routing probability Pd
i j(t).

Since our goal is to reduce vehicle traveling time, a heuris-

tic is that we should let vehicles with longer traveling time pass

through a junction first. Thus, we also propose the following

Adaptive Traffic Control Algorithm Based on Back-Pressure and

Q-Learning with Vehicle traveling time (ARD-BP-QV Algorithm

2), which is the same with Algorithm 1 except that traffic pressure

is defined as follows:

wd
i j(t) = max{(V̄d

i (t) +Cd
i (t)) − (V̄d

j (t) +Cd
j (t)), 0} (8)

where V̄d
i (t) is the normalized value of the sum of traveling

time of vehicles in shadow queue Q̄d
i (t), the normalized value

is within range from 50-100. We need to normalize vehicle

traveling time to make it comparable to the quantity of bias Cd
i (t)

and Cd
j (t).

4. Simulation Setup and Result
In this section, we compare the performance of our algorithm

with other algorithms in an open-source simulator SUMO (Sim-

ulation of Urban MObility) [1]. We implement road network

that mimic from a real Stockholm road network which, given by

OpenStreetMap that can export topology of road network [2,3].

Fig. 2 Road network structure of Stockholm city that use in SUMO with 6

pairs of origin and destination.

� Traffic signal control with fixed-cycles (FC)

� Back-pressure and shortest path based traffic control algo-

rithm (SP-BP) [4]

� Back-pressure based adaptive traffic signal control and ve-

hicle routing without real-time control information update

(AR-BP) [5].

� Back-pressure based adaptive traffic signal control and vehi-

cle routing with real-time control information update (ARD-

BP) [6].

� Adaptive Traffic Control Algorithm Based on Back-Pressure

and Q-Learning (ARD-BP-Q).

� Adaptive Traffic Control Algorithm Based on Back-Pressure

and Q-Learning with Vehicle traveling time (ARD-BP-QV).

In Fig. 3, our algorithm ARD-BP-QV achieves almost the

lowest average traveling time under different vehicle arrival rates.

Compared to ARD-BP, our algorithm ARD-BP-QV decreases

average vehicle traveling time by 17% to 37%. Compared to

ARD-BP-Q, algorithm ARD-BP-QV decreases average vehicle

traveling time by 7% to 18%. This indicates that the heuristic of

letting vehicles with longer traveling time pass through junction

first is indeed an effective way to reduce vehicle traveling time.
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Fig. 3 Average vehicle traveling time under different vehicle arrival rates.

Fig. 4 shows simulation results of average number of vehicles

in road network. This figure shows that the number of vehicles in

road network under ARD-BP-QV algorithm is smaller than other

algorithms, meaning less traffic congestion.

Fig. 4 Average number of vehicles in road network under different vehicle

arrival rates.

Fig. 5 Number of vehicles arriving at destinations.

Fig. 5 shows that more vehicles can arrive at destinations

under our algorithm ARD-BP-QV, meaning that more vehicles

under other algorithms get stuck in road network.

We also evaluate the fairness of our algorithm. From Fig. 6,

we see that most of vehicles arrive at their destinations within 700

seconds, which is less than twice the average traveling time (385

seconds). So, our algorithm is fair for most vehicles.

Fig. 6 Histogram of number of vehicles of different travelling time. Vehicle

arrival rate is set to be 1080 vehicles/hour and the average traveling

time is 385 seconds.

5. Conclusions
In this paper, we proposed an adaptive traffic control algo-

rithm based on back-pressure and Q-learning. Our algorithm

controls traffic based on accurate real-time traffic information

(achieved by using shadow network) and global traffic informa-

tion (achieved by using Q-learning). Our algorithm can greatly

decrease traffic congestion and is superior to other state-of-the-

art algorithms.

Our algorithm is suitable for self-driving vehicles because all ve-

hicles need to completely follow our algorithm.
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