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PathCondition-guided Learning-assisted Grammar-based Fuzzing
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Grammar-based fuzzing is an effective technique for checking security vulnerabilities in programs, such as
parsers. However, most of technics of grammar-based fuzzing need a lot of domain knowledge and labor of
writing input grammars. For solving this problem, Learn&Fuzz proposed the method uses Deep Learning
technique to learn the structure of input grammars, and generates new inputs from the learnt model. But,
Learn&Fuzz solved only cost problem, so Learn&Fuzz cannot consider about which generated inputs can in-
spect unexamined code blocks. Through our previous experiments using a reimplementation of Learn&Fuzz
and real instruction-interpreting code, we measure the line coverage of the target program when tested by
Learn&Fuzz, and the results show the coverage is surprisingly low. If we can know which inputs can examine
the code blocks which have never examined, we can improve coverage and efficiency. So, we collect path
conditions of target program when tested by the inputs generated from learnt model and specific which input
has the possibility to inspect unexamined code blocks. We use the fine tuning algorithm to bias the inference
probability of learnt model and increase the possibilities to generate specific input can examine the code
blocks which have never examined.
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