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Abstract: Text documents could be classified using words as features. As the number of words in the vocabulary is large, the 

dimension of the document space will be very high. In that case, the feature vector for a document is too long, and clustering and 

classification algorithms fail. There are various ways to reduce this dimension by topic modeling. In this work, we used Latent 

Semantic Analysis (LSA), which is actuated by Singular Value Decomposition (SVD). After SVD, we have a compact 

representation of the documents, which are clustered. The ground truth is verified manually. 

In this work, we used tourists’ comments as documents. Tourists visit to a place is influenced by comments from previous 

visitors. In this work, we first cluster the comments into two, and investigate the factors behind these two classes. It is verified, 

that the documents are automatically separated into groups of positive comments and negative comments.  

Our final goal is to extract factors that lead to positive comments and those leading to negative comments. That would help 

promoting tourist business by focusing on the factors that really matters for the customers. 
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1. Introduction     

  In recent years, tourisms have big growth every year [1]. Due 

to rapid development of social media, many websites about 

tourism mushroomed in short period of time. A few examples 

are TripAdvisor, Hotels.com, Trivago or booking.com etc. 

Those sites, their comment section, greatly influence tourism [2] 

[3]. Customers usually review other customers’ comments, and 

choose the hotel while making a reservation [4]. After their trip, 

some customers will write a comment for the hotel they lived 

[5], especially if the stay were enjoyable or if they hate the 

service. Those comments are important to influencing hotel’s 

business, because those are reviewed all the time by other 

customers, and influence customers’ selection of hotel, or in 

general visiting a particular destination. 

  In order to find the important factors which are influencing 

customer selection, many study survey customers’ revisit 

intention, behavior, satisfaction or word-of-mouth by getting 

questionnaire filled out by customers [6] [7] [8] [9] [10]. 

However, it is both time consuming and costly. In addition, one 

is restricted to express oneself within the boundary of the 

questions, and can not express freely their feelings. The 

questionnaire already decides the items of importance [11]. On 

the other hand, text comments have successful survey in other 

studies, and at a reduced cost than questionnaire [12] [13] [14]. 

For customer reviews on the web-site website, text comments 

are better compared to other reviews, such as star ranking [15]. 

  In this study, we will use text comments to investigate 

comment classes and finally influencing factors. We will first 

verify the ground truth of clustering, whether the clustering cold 
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successfully divide the comments into two classes or positive 

and negative comments. Finally, we will extract the key factors, 

from individual comment for a specific hotel, the help 

promoting the business. 

2. Motivation of the work 

2.1 Semantic orientation by text mining 

  Text mining is editing, organizing, and analyzing large 

number of documents. Its another purpose is to identify 

potentially useful and key information from a document [16]. 

When customer makes a negative comment, it contains the 

potential action of positive discussion, expectations, suggestions, 

content improvement and warnings. It may even prevent other 

potential customers to visit the destination [17]. However, how 

to find a negative comment is not easy. As the number of 

comments grow, it is also difficult to manually go through all 

comments to find out important factors. 

  For the semantic orientation, it is a technique of text mining. 

It focuses on determining the polarity of a text, sentence, or 

feature (positive or negative). The main purpose is to compile or 

customize a single word into a positive or negative category [18]. 

This study will use text mining with semantic orientation to 

classify an article, here comment text.  based on the amount of 

positive or negative words, try to verity the intention. We want 

to do it automatically, without looking into words, and labelling 

words into positive or negative category. 

2.2 Dimension reduction 

  The original comment corpus consists of many words. When 

arranged as a matrix, with rows as documents and columns as 

terms, the number of columns, i.e., the dimension of a document 

vector will be too large. Clustering this high dimension vectors 

will not be successful. Therefore, we need use some method to 

do dimension reduction, and to find potential semantic 

information, rather than individual word. In the study, we adopt 

two methods, Singular Value Decomposition(SVD) and 
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Non-Negative Matrix Factorization(NNMF). 

2.2.1 Singular Value Decomposition 

  The purpose of SVD is to factorize a matrix into 3 matrices, 

the first one U is column orthonormal, the last one V^T is row 

orthonormal, and the middle one is diagonal matrix. It 

frequently deals with image processing, to reduce unnecessary 

information or eliminate noise to clean data [19]. 

2.2.2 Non-Negative Matrix Factorization 

  NNMF is a very popular tool in fields, such as document 

clustering, data mining, machine learning and image analysis 

[20]. In NNMF, all elements of the original matrix are required 

to be non-negative, then the matrix can be decomposed into the 

product of two smaller non-negative matrices. As our document 

matrix elements are all positive, we will also use NNMF to 

decompose the data, and compare the performance with SVD. 

2.3 K-means 

  K-means is a popular clustering algorithm widely used [21] 

[22] [23]. First, decided to divide the k-group and randomly 

select k-points to do the cluster center. Next, classify each point 

to the nearest cluster center. Recalculate the cluster centers for 

each group by average value [24]. Finally, according to the 

clustering results, we can further identify to any group potential 

relationship. This will continue until convergence. We will adopt 

K-means for clustering the data. We hypothesize that the 

documents will automatically be partitioned into two groups, 

positive and negative, without any manual intervention. After 

clustering, we will check the result, to verify whether our 

hypothesis was correct or not. 

3. Experiment Procedure 

3.1 Data collection 

  We collect the data from tourism website, and all the 

comments are texts in English. Such as Fig. 1 for an example 

comment. 

 
Fig. 1 Sample of data collected 

3.2 Cleaning of the Data 

  In this step, we have 4 sub-steps. First, we do the uni-gram 

that let all comments remove any symbols and words become 

terms. 

  Then remove the stop words, any word without specific 

meaning, like articles, such as “a”, “an”, “the”, “and”, ”that” etc., 

are removed. 

  Next, we do stemming and lemmatization. All of words will 

be changed to their formal dictionary form. For example, “goes”, 

“gone” and “went” become “go”. “studies” and “studied” 

become “study”. 

  Finally, we extract nouns and adjectives. Nouns are the 

factors, and adjective qualifying the nouns will give it positive 

or negative orientation, like “clean dishes” and “dirty dishes”. 

3.3 Normalization 

  In this step, we build term-document matrix (TDM). As 

shown in Fig. 2, column means document, row means terms. m 

is the number of documents, and n is the number of terms. After 

TDM is formed, we do normalization. Sum of elements for each 

row of document is normalized to 1, so that there is no effect 

from the length of the document. 
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Fig. 2 TDM established 

3.4 Dimension Reduction 

  We tried both SVD and NNMF for matrix factorization and 

evaluate them on the basis of computational complexity and 

quality of result by checking square error after recomposition of 

the matrix from its factors. First, we use SVD to decompose the 

TDM. When decomposed, it will get 3 matrices (Fig. 3). The 

number of columns of U, shown as k, is the number of latent 

semantic formed by linear composition of different words with 

close meanings. 

     𝐴      

𝑚×𝑛

 =    𝑈    

𝑚 ×𝑘

  𝛴 𝑘×𝑘       𝑉𝑇     𝑘×𝑛   

 

Fig. 3 SVD decomposition 

  VT matrix shows the relation between k semantic 

compositions and n terms. Σ matrix is the strength of relations, 

the diagonal elements are actually eigenvalues of TDM. Rows 

of U\Sigma are documents vectors, expressed in terms of the 

semantic composites. Thus, we have document vectors whose 

dimension is now reduced from n to k. We can further reduce k 

as follows. According to the Eq. (1), we get the k-value, which 

is much less than original, but retaining most of the information 

(90%) in TDM. As the diagonal elements of \Sigma decreases, 

from top left to bottom right element, \Sigma will be reduced to 

a much smaller matrix. 

 

 

(1) 

  Then, we use NNMF to decompose the raw data (Fig. 4). W 

matrix means number of k-topic for document. H matrix means 

number of k-topic for terms. However, it is difficult to find the 

best k-value from the NNMF method, because it is decomposed 

randomly every time we run the algorithm. We use the k-value, 

which is found by SVD, to decompose TDM by NNMF. 

     𝐴      

𝑚×𝑛

 =    𝑊   

𝑚 ×𝑘

     𝐻     𝑘×𝑛  

 

Fig. 4 NNMF decomposed 
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3.5 Computation cost and Performance of RMSE by SVD 

and NNMF 

  SVD is faster compared to NNMF. We use root-mean-square 

error(RMSE) to compare the performance of SVD and NNMF 

results. After dimension reduction, we recompose the matrix 

from factors created by SVD and NNMF. We get the new 

matrices as shown in Fig. 5 and Fig. 6.  

 

Fig. 5 Return matrix via use best k-value from SVD 

 

   𝑊′    ∗       𝐻′     =       𝐴′       

 

Fig. 6 Return matrix via use best k-value from NNMF 

 

  We use Eq (2) to evaluate the accuracy. 

 

 

 

(2) 

3.6 K-means 

  We will cluster document vectors expressed in terms of latent 

semantic features. We get matrix A* as shown in Fig. 7. Rows 

of A* are document vectors. We cluster them (unsupervised 

clustering) into two classes using k-means, with k=2. 

   𝑈′    ∗    𝛴′  =       𝐴∗      

 

Fig. 7 Documents expressed as vector of semantic compositions 

 

3.7 Evaluation of the Result 

  After clustering, we verify two groups of documents, whether 

they are truly separated into positive and negative comments, by 

manually reading and finding the ground truth. 

4. Experiment Results 

4.1 Experiment Results 

  In this study, in order to verity different customers’ purchase 

habits, we choose two types of hotels, luxury hotel and 

economical hotel. We collect the data from top 5 hotels ranked 

by TripAdvisor in Hong Kong. All comments are in English. 

The date of collected comments is from Jan. 2015 to Dec. 2017. 

Number of collected comments for luxury hotel is 6939, and for 

economical hotel is 2069, as shown in table 1. 

  After cleaning data, we get the terms for each hotel’s data. 

For luxury hotel, number of original terms is 9610, the number 

of nouns and adjective terms is 3666, and the k corresponding to 

90% value, calculated from elements of matrix \Sigma is 281. 

For economical hotel, number of original terms is 5343, the 

number of nouns and adjective terms is 2323, and k for 90% of 

elements of \Sigma is 234. The results are shown in table 2. 

 

 

 

Table 1 Data distribution 

Type 
Source of 

the data 
Language 

Date of 

collected 

comments 

Number 

of 

collected 

comments 

Luxury 

hotel 

Top 5 

hotels 

ranked by 

TripAdvisor 

in Hong 

Kong 

English 

2015/01 

~ 

2017/12 

6939 

Economical 

hotel 
2069 

 

 

Table 2 Exacted terms and dimension reduction by SVD 

Type 

Number 

of 

original 

terms 

Number of 

Nouns and 

Adjective 

terms 

k-value of 

after reducing 

dimensions by 

SVD 

Luxury 

hotel 
9610 3666 281 

Economical 

hotel 
5343 2323 234 

 

4.2 Performance of RMSE by SVD and NNMF 

  Although we already found the best k-value from SVD, but in 

order to compare SVD and NNMF performance, we try to use 

different k-value and compare the performance (this study use 

k-value from 1 to 700). As shown in Fig. 8 and Fig. 9, for each 

hotel’s data, when k is more than 20, it is apparent that SVD 

performs better than NNMF. And for same k-values to training 

the model, NNMF spent a lot more time than SVD. 

 

Fig. 8 RMSE performance for economical hotel 

 

Fig. 9 RMSE performance for luxury hotel 
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4.3 Clustering of Comments Data 

  We use K-means to cluster the data from SVD. We use 10% 

of comments from each data to verity the members of two 

groups, which are positive or negative. We check the text 

manually to verify whether the comments are really grouped 

into positive and negative comments. In Fig. 10 and Fig. 11, the 

red group means positive comments, the blue group means 

negative comments. 

 

Fig. 10 2-means result for economical hotel 

 

Fig. 11 2-means result for luxury hotel 

4.4 Sample of Clustering Results 

  In table 3, we show some classified samples which we 

actually read. For the positive comments, if customers review 

those comments, it will be positive influencing customers’ visit 

intention. For the negative comments, then negative influencing. 

5. Conclusion 

  The purpose of this study is unsupervised classification of 

text comments into two groups, hypothesizing that they will be 

grouped into positive and negative comments. Considering 

words as features, the document (here comments) vector will 

have too many elements. Clustering at that high dimension 

failed. To reduce dimension, we used latent semantic analysis, 

which use Singular Value Decomposition. Clustering is done 

using k-means. By manual inspection, we verified that the 

comments are, in fact, grouped into positive and negative. 

  For the future work, we will add feature selection methods to 

exact the important factors, which are important to influence 

customers’ review about the service. We also plan to collect data 

from different countries, and compare visitors’ priorities. 

 

Table 3 Sample of clustering results by ground truth 

Positive comments Negative comments 

Excellent service, extremely 

comfortable and spacious 

room. Good food included in 

my package as well. Most 

importantly, the staff is very 

friendly, kind and helpful. In 

fact, it has been the 10th year 

that I book this hotel. Its 

services have always been 

excellent throughout the years. 

I will definite book it again 

and I really recommend this 

hotel 

I started staying here when it 

was Langham Place Hotel 

Mong Kok about 8 years ago. 

2 years ago next month 

management decided, in its 

wisdom, to rebrand as Cordis 

That involved pitching to a 

different market. This time I 

stayed here as my preferred 

hotel was fully booked for the 

time I wanted. 

Club staff remain faithful to 

trying to serve customer 

needs. In my perception, it is 

indeed a pity the management 

decisions have significantly 

dumbed down the hotel 

What a pity 

I had an issue and it was 

quickly resolved by the on 

duty managers. I really 

appreciate their efforts!!! The 

Hotel is in a great location and 

the concierge is very helpful 

daily in helping me arrange 

my side trips. In summary, a 

great hotel. 

never stay again, staff was not 

ability to be helpfull. 

especially receptionist lady 

whom name was not 

memorable by me was enough 

knowledge. when we joined 

breakfast, the staff also not 

hospitable enough and they 

were approach on wellcome 

as dirctive and like 

commander. tea and coffee 

service were very bad 
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