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Abstract: For many automated navigation applications, the underlying localization algorithm must be able to contin-
uously produce results that are both accurate and stable. To date, various types of localization approaches including
GPS, Wi-Fi, Bluetooth and cameras have been studied extensively. Image-based localization approaches have been de-
veloped by using commodity devices, such as smartphones, and these have been shown to produce accurate localization
systems. However, image-based localization approaches do not work well in environments that lack visual features.
Therefore, we propose a novel approach that combines the use of radio-wave information with computer vision-based
localization. In particular, we assume that Bluetooth low energy (BLE) devices are already installed in the environ-
ment. We integrate radio-wave information with two types of well-known image-based localization approaches: a
Structure from Motion (SfM) based approach and a deep convolutional neural network (CNN) based approach. Our
experimental results show that both image-based localization approaches can be more accurate when combined with
radio-wave signals. The results also show that the localization accuracy of the proposed deep CNN approach is com-
parable to that of SfM and significantly more robust than it. In addition, the proposed deep CNN approach was found
to be robust to BLE device failures.
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1. Introduction

Localization is essential for various applications, such as
pedestrian navigation, augmented reality, location based service,
and autonomous robot navigation. Up till now, various sensors
have been utilized to realize accurate and robust localization sys-
tems, such as GPS, radio-wave signals, laser ranging scanners,
and cameras [10]. In real-world situations, these sensors are of-
ten affected by unexpected noises. Thus, an accurate and robust
localization system that continuously produces stable results is
essential for real-world deployment of navigation applications.

To deploy localization systems widely in the real-world, it is
also important to realize localization systems by using only com-
modity mobile devices. Image-based localization is a promising
approach because the cameras are already installed in most smart-
phones. Previous studies showed that image-based localization
can accurately estimate locations in environments with rich vi-
sual features [27].

Approaches to image-based localization can be categorized
into two well-known types of approaches. One is a Structure
from Motion (SfM) based approach, which uses local descrip-
tors for keypoints, and the other is a deep convolutional neural
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network (CNN) based approach, which extracts global features
from entire input images. These two approaches have different
characteristics.

SfM is a common approach for image-based localization. By
matching local keypoints in a query image with keypoints in a 3D
model, SfM can estimate an accurate 6-DOF camera pose. In gen-
eral, SfM can estimate more accurate locations than radio-wave
based localization [35]. However, SfM-based approaches have
problems when an environment does not have enough distinctive
visual features. This is because SfM-based approaches rely on
hand-crafted local keypoint descriptors, such as SIFT [21], and
when environments contain few visual features or many repeti-
tive features, distinctive local keypoints are difficult to find. Con-
sequently, SfM often produces large errors or fails to localize in
these difficult situations. Because of these problems, SfM-based
localization systems are more appropriate for texture rich scenar-
ios.

A deep convolutional neural network (CNN) has recently been
applied to image-based localization [17]. CNN-based approaches
directly regress 6-DOF camera poses from input images and use
global context in images for localization. CNN-based approaches
are less accurate than SfM-based approaches because they do
not make explicit use of 3D geometry. In spite of this disad-
vantage, CNN-based approaches do not need to detect local key-
points and are more robust to difficult conditions than SfM-based
approaches, such as fewer visual features, motion blur, and light-
ing condition changes. Also, CNN-based approaches have advan-
tages in terms of speed and memory efficiency when localizing
images. CNN-based approaches are more appropriate for feature
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less scenarios.
Recent advances of these two image-based localization ap-

proaches have improved accuracy and robustness. However, it is
generally difficult to distinguish scenes with similar appearances
throughout the use of images alone. Especially in indoor scenes,
there are many similar scenes, such as similar-looking corridors
in the same building. As a result, both SfM-based approaches and
CNN-based approaches will produce large localization errors in
such a case. Therefore, we used an approach combining radio-
wave signals with image-based localization. For radio-wave sig-
nals, we focused on Bluetooth signals because Bluetooth Low
Energy (BLE) beacons are currently becoming popular for pedes-
trian localization [5]. BLE beacons are easy to install in new en-
vironments and most smartphones can read BLE signals.

In this work, we will show that both SfM-based localization
and CNN-based image localization will be more accurate by in-
corporating robust radio-wave information. First, we propose an
approach to combine SfM-based localization with BLE signals.
In our SfM-based approach, BLE signals are used to restrict the
area of a 3D model in a feature matching process. Then, we pro-
pose an approach to combine deep CNN-based image localiza-
tion with BLE signals. In our CNN based-approach, both images
and radio-wave signals are input to a dual-stream CNN and the
network directly regresses 6-DOF camera poses. Through our
experiment, we will show both of the proposed SfM-based ap-
proach and CNN-based approach are more accurate than existing
image-based localization approaches. The proposed CNN-based
approach is promising because it is significantly more robust and
has comparable localization accuracy to SfM-based localization.
Our CNN-based approach is also robust to BLE device failures.
We emphasize here that our approach is not limited to BLE sig-
nals but can be used with other radio-wave signals, such as Wi-Fi.
We also note that our approach does not require any prior knowl-
edge regarding the position of BLE beacons in the environment.
Thus, our approach is flexible and easy to apply in environments
where BLE beacons are already installed. Because most smart-
phones have cameras and BLE sensors, the assumptions of our
approach for localizing pedestrians are both practical and realis-
tic.

2. Related Work

2.1 Image-based Localization
2.1.1 Geometry-based Localization

In general, an SfM pipeline uses the following three main steps
to build a 3D model. First, it extracts features from images. Next,
it matches the features and finds pairs of images that contain over-
lapping views. Finally, it estimates camera poses and 3D points
from these pairs and builds a 3D model. The second step gener-
ally requires checking all pairs of images, so the computational
costs of building large 3D models is very high. Previous stud-
ies have found image pairs efficiently by using a vocabulary tree
based approach [25], and have created 3D models from millions
of photos from the Internet [2], [11].

In spite of these advances, it is still difficult to create 3D models
in environments that have a large number of repetitive features or
few visual features. In such environments, good feature matches

are often discarded by a conventional ratio test [21]. Shah et al.
proposed an approach that uses epipolar geometry to add matches
that would otherwise be discarded by a ratio test [31]. In our ap-
proach, we assume accurate knowledge of the positions of all im-
ages that are used for 3D reconstruction. We used a LiDAR sen-
sor to create accurate positions of images, and feature matching
was done only for image pairs that are taken in close positions.
This reduced the repetition of similar features in the matching
process, and prevented good matches from being discarded by
the ratio test.

The feature matching process also involves a high computa-
tional cost for the localization process. Thus, Schonberger et al.
proposed a supervised approach that finds image pairs more ef-
ficiently [30]. To find image pairs efficiently, our SfM approach
includes the use of radio-wave signals to identify images within
close radial proximity in addition to the use of visual information.
2.1.2 Deep CNN-based Localization

A deep neural network was first successfully applied to ob-
ject classification [18] and object detection [9]. It has also been
applied in other areas, such as camera relocalization [17], visual
odometory [37], and RANSAC pose estimation [6].

Kendall et al. first proposed a CNN-based image localization
approach that directly regresses 6-DOF poses from input im-
ages [17]. Their approach is called PoseNet, and its network
architecture is based on GoogLeNet [33]. PoseNet is more ro-
bust than SfM-based approaches under difficult image conditions,
such as feature-less environments. The CNN-based approach is
more suitable for real time applications. When using a GPU, the
CNN-based approach can localize one image in only less than
10 ms. Also, the localization speed and required memory do not
change with the size of the environment.

To improve the accuracy of CNN-based image localization,
various approaches have been proposed. For example, in
Ref. [14], Kendall and Cipolla proposed an approach to improve
the accuracy of PoseNet by introducing the concept of “uncer-
tainty of prediction”. In Ref. [15], Kendall and Cipolla proposed
two new loss functions: the first loss function improves the accu-
racy of PoseNet by estimating the hyperparameter of multi-task
learning, and the second loss function minimizes the 2D projec-
tion errors of a 3D point cloud. They showed that using both loss
functions improved the localization accuracy, but the use of the
second loss function requires a 3D point cloud and is not suitable
for a texture-less environment in which SfM reconstruction is dif-
ficult. Thus, our approach uses only the first loss function to train
our network. Walch et al. applied LSTM to introduce the concept
of spatial context [36]. Clark et al. similarly attempted to improve
the accuracy of CNN-based image localization by applying bidi-
rectional LSTM to utilize temporal information [7]. These var-
ious current approaches complement our CNN based approach
and will be able to be integrated with our approach.

Similar to CNN-based image localization approaches, differ-
ent supervised learning approaches have been applied to localize
from an RGBD camera input. For example, Shotton et al. pro-
posed using random forest for localization that used an RGBD
camera [32]. They predicted the 3D coordinates of each pixel
to estimate a camera pose. Also, Li et al. proposed using an
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RGBD camera for CNN localization [19]. Similar to our ap-
proach, they used dual-stream CNN for estimating a camera pose
using an RGB image and a depth image. We focused on the use of
RGB cameras because they are installed in most smartphones and
our approach can thus be applied in various applications, such as
pedestrian navigation systems.

2.2 Other Sensors for Localization
In many commercial navigation systems, GPS and radio-wave

based localization are commonly used. Although GPS works
without installing devices in environments, its localization error
is large when there are many buildings nearby. Moreover, it does
not work in indoor environments where a GPS signal is not avail-
able.

For indoor environments, Wi-Fi based localization is a tra-
ditional approach because many buildings already have Wi-Fi
access points. Radio-wave based localization is typically done
by collecting radio-wave signals at many points in the target
area. This process is called “fingerprinting”. If the environment
changes or radio-wave transmitters have problems, it is necessary
to do fingerprinting again to update the map of the radio-wave
signals. Taniuchi et al. proposed an approach to update the map
of Wi-Fi signals without an extensive fingerprinting process [34].
Although Wi-Fi localization works in indoor environments, the
localization error is generally still more than several meters [10].
Furthermore, the positions of Wi-Fi access points are not placed
to support device localization but rather are strategically placed
for efficient data transfer.

Nowadays, BLE beacons are becoming popular for localiza-
tion [3]. BLE beacons are available at a low cost, and can be
easily installed in new environments. By installing enough bea-
cons in an environment, we can produce more accurate localiza-
tion than with Wi-Fi [5]. One disadvantage of the BLE-based
approach is the high cost of maintaining BLE beacons, which
require batteries to emit consistent BLE signals. Sano et al. pro-
posed a BLE-based localization approach that is robust even in
the case of BLE device failures [28]. Even so, they focused only
on rough localization.

Although deep learning has been successfully applied in vari-
ous applications, to date, few studies have applied deep learning
for radio-wave based localization. Nowicki and Wietrzykowski
proposed a deep learning approach for Wi-Fi place recogni-
tion [26], but they focused on estimating rough locations alone
and used an auto encoder to recognize floors. By contrast, our
work directly regresses 6-DOF poses from radio-wave signals,
and can be combined with different types of CNN-based image
localization approaches.

Magnetic fields that are specific to buildings can be also used
for localization. For example, Murata et al. used magnetic data
to produce an indoor pedestrian navigation system [23]. Because
it is difficult to localize in large areas by using only magnetic
data, Higashi et al. combined magnetic sensor data with Wi-Fi
signals [12]. Their approach improved the localization accuracy
in the areas where Wi-Fi localization does not work well, but the
accuracy is limited because of the Wi-Fi signal fluctuation.

There are other devices that can be used for localization. For

example, Nakamura et al. used common speakers and a micro-
phone on a smartphone to localize the 3D position of the smart-
phone [24], focusing on small areas to localize. Although their
approach produces accurate localization results, acoustic local-
ization approaches have a problem in a large area because of the
non-line-of-sight problem. Using a different approach, Sawada
et al. proposed a method of Wi-Fi beacon localization [29]. They
produced accurate Wi-Fi based localization, but the cost of in-
stalling these devices is higher than BLE beacons. In contrast to
these approaches, our approach uses common BLE beacons and
smartphones.

2.3 Sensor Fusion for Localization
To improve the efficiency and accuracy of image-based local-

ization, an approach based on fusing different types of sensors
with SfM has been studied. For example, Clark et al. applied a
probabilistic approach to integrate Wi-Fi signals with SfM-based
localization [8]. Similar to our approach, they used Wi-Fi signals
to estimate visible 3D keypoints, and accelerated the step of key-
point matching. They used particle filter to restrict the area of
feature matching. While their approach focused on sequences of
images and Wi-Fi signals, our SfM approach can estimate loca-
tion efficiently, requiring only a single observation of image and
BLE signals.

An inertial measurement unit (IMU) can be used to produce
pedestrian dead reckoning (PDR) [38]. PDR can estimate rela-
tive movement by using sequences of IMU data. By combin-
ing other localization methods that can estimate global positions,
PDR helps reducing localization errors. In this work, we fo-
cused on estimating global positions from images and BLE sig-
nals alone but it is possible to combine our approach with PDR
approaches.

3. Approach

3.1 Geometry-based Image Localization with BLE
In this section, we discuss the details of our SfM-based local-

ization with BLE signals. For SfM-based localization, we need to
build 3D models. First, we will discuss our 3D model reconstruc-
tion approach that can be applied in large environments; then, we
will discuss our SfM-based localization approach.
3.1.1 Large 3D Model Reconstruction

To realize localization in large areas, we applied a hierarchical
reconstruction approach by using groundtruth positions obtained
by a LiDAR. First, we separated each training video into short
60-frames video clips and applied SfM to all of the video clips.
By applying SfM to separated small video clips, matching fea-
ture points was easier even in the environments that had lots of
repetitive features or fewer visual features.

Each small 3D model had different 3D coordinates, and we
needed to convert their coordinates into the same coordinate in
order to merge them. Because all of the video frames had ground
truth positions estimated by the LiDAR, we merged all 3D models
by using these positions. For each 3D model, similarity transfor-
mation that convert camera positions in 3D model to ground truth
positions is calculated. Next, all 3D models are merged into one
large 3D model by applying similarity transformation.
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Fig. 1 Overview of SfM Localization process using BLE signals.

3.1.2 SfM-based Localization with BLE signals
We propose an approach that utilizes both radio-wave and vi-

sual information for SfM localization. Before performing local-
ization, we assume that a 3D model of an environment has al-
ready been reconstructed as discussed in Section 3.1.1. The 3D
model includes images that are used for 3D reconstruction, BLE
signals associated with the images, and 3D structure points with
corresponding local features extracted from the images. Here, we
will refer to the image to be localized as the “probe image” and
images used for reconstruction as “data images.”

Figure 1 shows an overview of our localization process. First,
a probe image is captured together with BLE signals and input
into the system. Next, data images with similar BLE signals are
selected to restrict the matching to only images in the same prox-
imity as the probe image. The selected images are then further
reduced to those having Bag-of-Words (BoW) features similar to
the probe image. After that, feature matching is performed be-
tween the probe image and the remaining data images. Finally,
pose estimation is performed as the final step.

Note that BLE beacon signals and visual information have dif-
ferent roles here. While BLE beacon signals can be used to select
data images in the same proximity, they do not provide direc-
tional information. On the other hand, visual information can
provide directional information, but it can be easily confused by
scenes with similar appearances that are actually far apart, such
as similar-looking corridors in different wings of a building. By
combining both types of information, we are able to select data
images that are recorded close to a probe image, and in a sim-
ilar direction. Since we are able to calculate the BLE beacon
signal and BoW similarity efficiently, this provides a significant
improvement in computation time.
3.1.3 Comparing BLE signals

We now discuss the details of comparing BLE signals in step
(2) of Fig. 1. BLE beacons provide a cost-efficient solution for
short-range passive communication. A BLE beacon periodically
broadcasts signals containing the beacon’s ID [5]. A BLE re-
ceiver measures the received signal strength indication (RSSI),
and the distance from the receiver to the beacon can be obtained
from the signal strength. However, due to the instability of the
RSSI, the average localization error of BLE-based approaches
may be as many as several meters [10], preventing their direct

use. Instead, we use BLE signals to estimate the proximity of the
receiver in an environment by using two measures. We assume
BLE beacons are installed in the environment such that they have
overlapping ranges. Note that we are not required to know the
specific positions of the beacons, making the installation of BLE
beacons a simple task.

Let n be the number of BLE beacons, and b̂i ∈ R, i = 1, . . . , n
be the raw RSSI from beacon i. We set the valid range of b̂i mea-
sured by smartphones from 0 (close to the beacon) to −99 (far
from the beacon), and we set the RSSI signal as −100 for the
beacon i that cannot be detected. We first normalize b̂i to non-
negative values with the median value of 100 with the following
equation:

bi = 100

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
100 + b̂i

100 + median
j:b̂ j�−100

{b̂ j}

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, j = 1, . . . , n. (1)

Note that the bi of an undetected beacon will be normalized to 0.
Let b = [b1, . . . , bn] ∈ Rn be a vector containing all normalized
RSSIs.

To compare RSSI vectors, we define beacon dissimilarity and
beacon co-occurrence. Suppose we have two RSSI vectors bx

and by recorded at two positions x and y; the beacon dissimilarity
is defined as the mean absolute difference of mutually detected
beacon signals:

d (bx, by) =

∑
i:bx

i >0,byi >0 |bx
i − byi |∑

i:bx
i >0,byi >0 1

. (2)

The reason that we compare only mutually detected signals is be-
cause of the instability of BLE signals: a receiver may not detect
a signal even when it is close to the beacon, so comparing RSSI
records at the same location but at different times could produce a
big difference if all beacons are compared. However, one problem
with beacon dissimilarity is that it can suggest a small difference
even if the two positions are far away. For instance, if we have
two beacon vectors from two different positions and the beacon
vectors have only one mutually observed beacon, the dissimilar-
ity can be small if the RSSIs are similar. To prevent this problem,
we use beacon co-occurrence as a “soft” count of the numbers of
mutually detected beacons. It is defined as follows:

c (bx, by) =

∑n
i=1 min

(
bx

i , b
y
i

)

∑n
i=1 max

(
bx

i , b
y
i

) (3)

These two measures complement each other. Beacon dissimilar-
ity measures the difference in RSSI values, while co-occurrence
ensures that there are enough mutually detected beacons for the
dissimilarity to be meaningful.

When selecting data images in step (2) of Fig. 1, we first select
images whose beacon co-occurrence is above a certain threshold.
Then, we select images with the smallest beacon dissimilarities
from these images. As a result, we obtain data images in which
similar sets of beacons are observed and that have similar RSSI
signals.

c© 2018 Information Processing Society of Japan



Electronic Preprint for Journal of Information Processing Vol.26

3.2 Deep CNN-based Image Localization with BLE
In this section, we discuss the details of our deep CNN-based

localization approach using BLE signals. The advantage of a
deep CNN-based approach is its high accuracy and the flexibil-
ity of models. Our novel dual-stream network is composed of
two networks with different modalities: one network regresses 6-
DOF poses from images, and the other regresses 6-DOF poses
from radio-wave signals. We will describe how these two differ-
ent sensors are processed.
3.2.1 Image Localization Network

For processing image information, we use the PoseNet archi-
tecture [17]. In PoseNet, the input value I is raw pixel values of
an image, and the output value is a three dimensional camera po-
sition x ∈ R3 and a four dimensional camera orientation q ∈ R4

represented by quaternion. The loss function Lβ (I) for the input
image I is defined as follows:

Lβ (I) = L (I)x + βL (I)q

L (I)x = |x̂ − x|γ
L (I)q =

∣∣∣∣∣q̂ −
q
|q|
∣∣∣∣∣
γ

(4)

Here, x and q are ground truth camera positions and rotation,
and x̂ and q̂ are their estimated values. L (I)x and L (I)q are loss
functions for camera positions and rotations, respectively. β is a
constant parameter for balancing positional loss with rotational
loss. | |γ is the L1 norm if γ is 1 and the L2 norm if γ is 2.
Because Eq. (4) optimizes both L (I)x and L (I)q, PoseNet solves
multi-task learning. The optimal β can be found by grid search.

PoseNet uses GoogLeNet architecture [33], and the L2 norm is
used for the loss function. GoogLeNet has three output layers,
and loss functions are calculated for all three to prevent the van-
ishing gradient problem. PoseNet also has three loss functions
represented by Eq. (4).

Kendall and Cipolla [15] showed that the weighting parameter
β in the loss function can be replaced with trainable parameters
by introducing the concept of homoscedastic uncertainty [16]. By
introducing additional scalar parameters ŝx, ŝq, the loss function
can be replaced by the following function:

Ls (I) = L (I)x exp(−ŝx) + ŝx + L (I)q exp(−ŝq) + ŝq (5)

ŝx, ŝq represents the task specific uncertainty, and these param-
eters will be learned from the training data. L1 norm is used
for the loss function (5). Our approach can be applied in gen-
eral CNN-based image localization approaches, so we used the
approach that solves the loss function (5) because it is more ac-
curate than other CNN-based image localization approaches.
3.2.2 Radio-Wave Localization Network

Although the CNN has been actively studied in many applica-
tions, it has not yet been studied thoroughly for radio-wave based
localization. We propose a network architecture that directly re-
gresses 6-DOF poses from radio-wave signals.

Before inputting RSSI values to our network, we pre-process
BLE signals in the similar way to our SfM approach discussed
in Section 3.1.3. For observed beacons, we add 100 to the raw
RSSI value. For beacons that are not observed, we set the value

Fig. 2 Architecture of a network to process BLE signals. conv(1 × 1) rep-
resents a convolution layer. ReLU represents a rectified linear unit
layer. fc represents a fully connected layer.

as 0. Then, we will obtain the value from 0 to 100 for all bea-
cons installed in the environment. In every time step, we have a
fixed-size vector that can be input to a fixed-size network.

The network architecture for beacon signal is shown in Fig. 2.
If the environment has N beacons, the input data for the net-
work will be a N × 1 × 1 tensor. To combine a radio-wave net-
work with an image network, we used an architecture similar to
PoseNet. The architecture is composed of three sub-networks,
each of which outputs a three dimensional position vector x and
a four dimensional orientation vector q. Each sub-network has
one 1 × 1 convolution layer and a ReLU activation unit. The
1 × 1 convolution layer was originally proposed in Network-in-
Network architecture [20] and helps to increase the accuracy by
increasing the depth. GoogLeNet architecture [33] also uses 1×1
convolution layers to extract more features. Each output layer is
connected with fully connected layers having 2,048 nodes.

Note that our approach does not assume any prior knowledge
about environments, such as where radio-wave transmitters are
located. It only assumes that all of the IDs of BLE devices in-
stalled in the environment are known. All of the IDs of BLE de-
vices can easily be collected by scanning the BLE signals in the
environment. This step can be done at the same time as collecting
training data and requires no additional workload. Therefore, our
approach is easy to apply in an environment where BLE beacons
are already installed.

Because our radio-wave network can directly regress 6-DOF
poses from radio-wave signals, the network architecture in Fig. 2
can be used by itself for BLE based localization. In later ex-
periments, we will show the localization results when only BLE
signals were used.
3.2.3 Radio-Visual Localization Network

For inputting both image information and radio wave informa-
tion, we combined PoseNet [17] and a radio-wave network as a
dual-stream network. Figure 3 shows the overall architecture.
As far as we know, this is the first approach to combine radio-
wave information and images in end-to-end learning. In our ex-
periments, the input image is first resized to the resolution of
455 × 256, and then the center region of 224 × 224 is cropped
in accordance with the settings of Ref. [17].

Both networks consist of three sub-networks and three output
layers. To combine two different networks, we combined only
output layers. Therefore, output variables for position and ro-
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Fig. 3 Overall architecture of the proposed dual-stream network.

tation are connected to two fully connected layers for both an
image network and a radio-wave network. We have three loss
functions. Each loss function is calculated by Eq. (5). Following
GoogLeNet [33], the total loss function is calculated by adding
the first and the second auxiliary loss functions weighted by 0.3
to the last loss function. During test time, only the last output
layer is used.
3.2.4 Beacon Data Augmentation

In image classification, data augmentation is often used to cre-
ate additional training data from original training data [18]. By
using data augmentation, we can prevent overfitting and improve
the accuracy. When using data augmentation, the new data should
be created by adding noises to original data while preserving the
labels of the original data. In image classification, there are sev-
eral means of data augmentation, such as flipping original im-
ages, cropping different areas of images, and changing intensities
of RGB channels.

For beacon signals, signals fluctuate even at the same positions
because of their interference with other radio-wave signals or ob-
stacles. By considering this effect, we augmented data by chang-
ing the values of observed beacons only. To simulate BLE signals
weakened by the interference, we randomly changed observed
BLE signals to smaller values. When augmenting each data, we
first randomly selected a certain ratio of observed beacons and
weakened selected signals by a random rate.

In our experiments, we set the ratio of randomly selected bea-
cons to observed beacons as 0.1. For each randomly selected bea-
cons, the rate to weaken the RSSI signal was sampled by uniform
random variables from 0 to 1. For each training data, we created
5 augmented data.

4. Experiments

4.1 Image and BLE Data Collection
For our proposed SfM and CNN approaches, we need images

Table 1 Dataset for localization evaluation. # Beacons, # Training, # Test
show number of beacons, number of training video frames, and
number of test video frames respectively.

Area size # Beacons # Training # Test
D1 62 m × 60 m 90 2,297 741
D2 40 m × 32 m 59 2,542 828
D3 58 m × 60 m 55 4,147 1,350
D4 31 m × 31 m 92 2,490 766
D5 42 m × 56 m 91 2,578 867
D6 40 m × 50 m 112 2,491 833
D7 57 m × 40 m 66 4,484 1,442
D8 48 m × 45 m 90 3,699 1,091

and BLE signals labeled with 6-DOF poses. Especially for the
deep CNN approach, a large amount of training data is needed
to improve the accuracy of results. Because manually labeling
6-DOF poses for a large set of images is practically impossible,
we instead used a LiDAR to create ground truth 6-DOF poses.
A LiDAR can generally achieve centimeter-level localization ac-
curacy [13]. We used Velodyne VLP-16 for LiDAR. To asso-
ciate positions estimated by a LiDAR and images, a LiDAR and
a smartphone were connected to a tripod at fixed locations. At the
same time as the LiDAR point cloud was recorded, images and
BLE signals were collected by the smartphone. We collected data
by walking around the environments with this tripod.

3D maps of environments and 6-DOF poses of the LiDAR were
calculated offline by using the LiDAR SLAM algorithm [13] that
is based on the NDT algorithm for 3D point cloud matching [22].
To collect training and test datasets for different conditions, mul-
tiple recordings must be made of the same environment. Because
the coordinates of the 3D map created by SLAM are different ev-
ery time we record data, we need to align the coordinates of the
3D map. To align the coordinates, we first projected a 3D point
cloud on a 2D map and then manually registered the 2D projected
point cloud to the floor plan. The ground truth position of each
image was then calculated by transforming the 6-DOF poses in
the 3D map to this registered map.

4.2 Datasets
By following the data collection steps described in the sec-

tion 4.1, we collected several large scale indoor datasets. Images
were captured at the resolution of 1,280 × 720, and undistorted
before the training and test. An iPhone7 was used for collect-
ing data. For recording both training and test data, images were
captured at 2 fps. Bluetooth signals were captured at 1 Hz by the
iPhone (1 Hz is a fixed setting of the iPhone). All images are as-
sociated with Bluetooth signals that were recorded at the closest
timestamp.

We created datasets for eight different locations. The area size,
number of beacons, and number of video frames for each loca-
tion are shown in Table 1. In each environment, BLE beacons
were positioned every 4–6 meters. The locations of the BLE bea-
cons were decided based on a previous study in order to balance
the localization accuracy and the deployment cost [3]. Figure 4
shows maps of tested environments. Solid lines show the posi-
tions of test videos. In all environments, we recorded four videos
of the same path to keep training and testing separate from each
other. Three of the videos were used for training and one was
used for testing. We recorded facing in two opposite directions
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Fig. 4 Indoor maps of tested environments. Grid lines are drawn for 5 m2

areas. Gray areas are corridors. Lines show groundtruth positions of
test videos. For each environment, three training videos are recorded
separately along the same routes.

on all paths. As shown in these maps, we recorded in different
size areas and on different path shapes. Figure 5 shows examples
of images for all locations.

4.3 Baselines
In our following experiments, we compared the following

baseline approaches and our proposed approach.
• SfM BoW: SfM-based localization that uses BoW (bag-of-

words) for image retrieval [25] to accelerate keypoint match-
ing.

• SfM BLE: SfM-based localization that uses BLE signals to
accelerate keypoint matching as proposed in Section 3.1.

• PoseNet β: PoseNet trained using the L2 norm loss function
in Eq. (4), as proposed in Ref. [17].

• PoseNet σ: PoseNet trained using the L1 norm loss function
in Eq. (5), as proposed in Ref. [15].

• DCNN BLE: CNN-based localization that regresses 6-DOF
poses from image and BLE signals as proposed in Sec-
tion 3.2.

In an SfM-based localization, keypoint matching requires a
large computational cost. The baseline “SfM BoW” matched key-

Fig. 5 Example image for each location.

points in a query image with keypoints in a 3D model that were
extracted only from visually similar images. This baseline cor-
responds to skipping the step (2) of Fig. 1. Other steps were the
same as our proposed “SfM BLE”. “SfM BLE” uses BLE signals
to search for candidate matching images in addition to BoW as
discussed in Section 3.1. “SfM BoW” and “SfM BLE” require 3D
models for localization. For both approaches, 3D models were re-
constructed by following the process discussed in Section 3.1.1.

For “SfM BoW”, we selected 200 candidate matching images
by using BoW image retrieval. For “SfM BLE”, we first selected
400 candidate matching images by using BLE signals and then re-
duced the number of candidate images to 200 by using BoW im-
age retrieval. When selecting candidate matching images by us-
ing BLE signals, the threshold of beacon co-occurrence (Eq. (3))
was set to 0.1. For both of these approaches, we used AKAZE [4]
as a local feature detector and descriptors.

In all experiments of CNN-based localization, the network was
trained by stochastic gradient descent using Adam solver. The
learning rate was set as 10−4, the batch size as 64, and the number
of training iterations as 30k. For the baseline “PoseNet β”, param-
eter β for weighting positional loss and rotational loss was set as
500. For the baseline “PoseNet σ” and “DCNN BLE”, we need
initial values for sx, sq in Eq. (5). Following [15], we set these
initial values as sx = 0.0, sq = −3.0. These CNN-based localiza-
tion baselines and our proposed approach were implemented by
TensorFlow [1].

As described in PoseNet [17], the network weight for CNN-
based image localization was initialized by using the classifica-
tion network trained by the Places database [39]. For initializing
the network weight for BLE signals, we used random values for
initial values.
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4.4 Evaluation of Radio-Wave Network
First, we evaluated the localization accuracy of the proposed

radio-wave CNN model. In this experiment, we used only the
CNN model shown in Fig. 2, and only BLE signals as the input
data. The loss function for this radio-wave CNN model was cal-
culated by using the Eq. (5) in the same way as with the proposed
dual-stream network.

Table 2 shows the results for average positional errors in me-
ters and average rotational errors in degrees. We first evaluated
the accuracy without using beacon data augmentation that was
described in Section 3.2.4. “BLE Net (w/o Aug.)” shows the re-
sults. The results show that our CNN model could estimate a
location only by one observation of BLE signals. The average
localization error was less than 2.0 meters for all locations.

We also evaluated the accuracy when we used the proposed
beacon data augmentation. “BLE Net” shows the results, which
show that beacon data augmentation improved the localization
accuracy in general and reduced the localization error about
0.15 m at most. In following experimental results of “DCNN
BLE”, we used beacon data augmentation.

4.5 Evaluation of Proposed SfM and CNN Approaches
We then evaluated the accuracy of the two proposed ap-

proaches. Table 3 compares CNN-based baselines and our pro-
posed CNN-based approach. The results show average posi-
tional errors in meters, and average rotational errors in degrees.
“PoseNet σ” estimated locations more accurately than “PoseNet
β” because “PoseNet σ” learned the optimal weight for balanc-
ing positional errors and rotational errors from the training data.
For all eight datasets, our approach improved the localization ac-
curacy even more with the help of robust BLE signals. Our pro-
posed approach reduced the average positional error about 0.4 m

Table 2 Average and standard deviation of positional errors in meters and
rotational errors in degrees for radio-wave network. Only BLE sig-
nals are input for the proposed radio-wave network. “BLE Net (w/o
Aug.)” shows the results when beacon data augmentation was not
used and “BLE Net” shows the results when beacon data augmen-
tation was used. “Pos. Error” shows positional errors, and “Rot.
Error” shows rotational errors.

BLE Net (w/o Aug.) BLE Net
Pos. Error Rot. Error Pos. Error Rot. Error

D1 0.98 ± 0.7 72◦ ± 54 1.02 ± 0.8 68◦ ± 51
D2 1.09 ± 0.8 68◦ ± 53 1.04 ± 0.7 69◦ ± 51
D3 1.65 ± 4.7 69◦ ± 59 1.70 ± 4.6 71◦ ± 59
D4 1.16 ± 0.8 66◦ ± 53 1.12 ± 0.8 65◦ ± 53
D5 1.38 ± 0.9 80◦ ± 55 1.36 ± 1.0 82◦ ± 57
D6 1.03 ± 0.7 57◦ ± 48 0.87 ± 0.6 56◦ ± 46
D7 1.33 ± 1.0 78◦ ± 53 1.20 ± 0.9 79◦ ± 54
D8 1.74 ± 1.3 69◦ ± 53 1.60 ± 1.2 67◦ ± 51

Table 3 Average and standard deviation of positional errors in meters and rotational errors in degrees for
CNN-based baselines and our approach.

PoseNet β [17] PoseNet σ [15] DCNN BLE
Pos. Error Rot. Error Pos. Error Rot. Error Pos. Error Rot. Error

D1 1.18 ± 2.1 2.4◦ ± 4.4 1.11 ± 2.2 3.1◦ ± 6.2 0.86 ± 1.8 4.1◦ ± 5.2
D2 0.95 ± 0.8 2.6◦ ± 6.5 0.69 ± 0.4 2.3◦ ± 3.3 0.55 ± 0.3 2.8◦ ± 5.6
D3 1.19 ± 1.1 3.6◦ ± 4.0 0.71 ± 0.7 4.4◦ ± 7.9 0.64 ± 0.6 5.9◦ ± 13.5
D4 0.97 ± 1.2 2.4◦ ± 3.7 0.84 ± 1.2 2.7◦ ± 4.4 0.62 ± 0.8 5.0◦ ± 5.3
D5 1.10 ± 1.4 3.5◦ ± 12.5 0.87 ± 0.9 4.2◦ ± 13.6 0.61 ± 0.8 5.3◦ ± 10.3
D6 1.06 ± 1.4 3.0◦ ± 5.3 0.73 ± 0.8 3.5◦ ± 8.3 0.61 ± 0.8 5.0◦ ± 4.5
D7 3.81 ± 3.5 10.3◦ ± 12.3 0.48 ± 0.5 7.9◦ ± 6.8 0.45 ± 0.4 8.1◦ ± 6.9
D8 1.40 ± 1.4 2.3◦ ± 3.2 1.31 ± 1.2 2.7◦ ± 5.3 0.87 ± 0.9 6.6◦ ± 8.7

at most.
Table 4 shows 90 percentile localization errors for the

“PoseNet σ” and our proposed approach and shows that our ap-
proach reduced the positional error at most about 0.7 m. As these
results show, the proposed CNN-based approach consistently ob-
tained better localization accuracy than the state-of-the-art ap-
proach. One limitation of our approach is that it has slightly
worse rotational accuracy than baseline approaches. The differ-
ence is small (at most about 4 degrees), but it will be possible
to use other baseline approaches only for the rotational estima-
tion and to use our approach for the positional estimation for an
application that requires an accurate rotational estimation. The
additional computational cost for this will be very small because
the CNN localization can process one image in less than 10 ms.

Table 5 compares the SfM-based baseline with our proposed
SfM-based approach. We note that a CNN based approach can
localize any images because it directly regresses 6-DOF camera
poses, but an SfM-based approach cannot estimate a camera pose
without first matching enough visual features of an input image
with a 3D model. “Succ.” in Table 5 shows the percentage of im-
ages which are successfully localized to all test images. “DCNN
BLE, SfM BLE” in Table 5 show the results when “SfM BLE”
was used at first and then “DCNN BLE” was used only for the
image that “SfM BLE” could not localize. As for the SfM-based
approaches, “SfM BLE” localized less images than “SfM BoW”,
but “SfM BLE” was more accurate than “SfM BoW” in general.
“DCNN BLE” in Table 3 was significantly more robust for all
datasets and even more accurate than SfM-based approaches for
three datasets (D2, D3, and D7).

Figure 6 shows examples of typical images for which both
“SfM BoW” and “SfM BLE” failed to localize. As in these ex-
amples, environments that lack sufficient visual features will be
difficult to localize with SfM based approaches.

Figure 7 shows the cumulative localization errors for “SfM
BLE,” “PoseNet σ,” and our proposed approach. “Ratio of im-

Table 4 90 percentile positional errors in meters and rotational errors in de-
grees.

PoseNet σ DCNN BLE
Pos. Error Rot. Error Pos. Error Rot. Error

D1 2.21 5.3◦ 1.62 6.3◦
D2 1.07 4.8◦ 0.90 5.1◦
D3 1.26 8.2◦ 1.13 9.3◦
D4 1.65 5.6◦ 1.14 6.5◦
D5 1.91 6.2◦ 1.32 7.0◦
D6 1.30 5.1◦ 1.04 7.4◦
D7 0.86 15.1◦ 0.82 15.4◦
D8 2.75 4.6◦ 2.08 7.5◦
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Table 5 Average and standard deviation of positional errors in meters and rotational errors in degrees for
SfM-based baselines and our approaches. “DCNN BLE, SfM BLE” was evaluated by first using
“SfM BLE” and then using our approach only for the images that “SfM BLE” could not localize.
“Succ.” shows the percentage of test frames that were localized.

SfM BoW SfM BLE DCNN BLE, SfM BLE
Pos. Error Rot. Error Succ. Pos. Error Rot. Error Succ. Pos. Error Rot. Error Succ.

D1 0.39 ± 0.3 7.8◦ ± 10.7 85% 0.32 ± 0.3 6.6◦ ± 3.4 78% 0.65 ± 1.7 6.3◦ ± 5.1 100%
D2 0.58 ± 0.7 13.8◦ ± 25.6 91% 0.73 ± 1.0 6.0◦ ± 3.6 77% 0.69 ± 0.9 5.8◦ ± 6.4 100%
D3 1.04 ± 2.4 18.8◦ ± 32.5 84% 0.98 ± 2.3 17.1◦ ± 35.6 74% 0.91 ± 2.0 14.4◦ ± 31.6 100%
D4 0.34 ± 0.4 9.2◦ ± 9.9 91% 0.28 ± 0.4 7.5◦ ± 5.3 83% 0.33 ± 0.4 7.3◦ ± 6.9 100%
D5 0.52 ± 0.9 9.5◦ ± 16.5 81% 0.35 ± 0.3 9.3◦ ± 7.7 73% 0.47 ± 0.7 8.8◦ ± 11.5 100%
D6 0.46 ± 0.5 11.8◦ ± 5.3 89% 0.43 ± 0.3 11.9◦ ± 4.1 80% 0.49 ± 0.5 10.8◦ ± 5.0 100%
D7 1.53 ± 29.8 13.6◦ ± 17.3 87% 1.19 ± 4.4 13.1◦ ± 18.0 57% 0.87 ± 3.4 9.8◦ ± 14.5 100%
D8 0.55 ± 1.1 12.0◦ ± 14.7 89% 0.44 ± 0.97 13.8◦ ± 20.5 82% 0.58 ± 1.1 12.4◦ ± 18.9 100%

Fig. 6 Example of images which SfM based approaches failed to localize
(Left: example from D4, Right: example from D7).

Fig. 7 Cumulative localization errors.

ages” shows the percentage of images to all tested images. The
results show that our approach is consistently more accurate than
“PoseNet σ.” We note that the 80 percentile localization error

Table 6 Average time to localize one image (seconds).

SfM BLE PoseNet σ BLE Net DCNN BLE
0.587 0.008 0.004 0.008

of our approach is less than 1 meter except for dataset D8. As
these results indicate, CNN-based approaches were significantly
more robust than “SfM BLE,” and our proposed “DCNN BLE”
was more accurate than “PoseNet σ.”

When SfM works well (i.e., in feature rich environments),
“DCNN BLE, SfM BLE” can be the more accurate choice than
“DCNN BLE” as shown in Table 5. However, automatically de-
ciding which of the approaches will be more accurate is left as
a future work. In summary, “DCNN BLE” can generally pro-
duce accurate localization results while maintaining robustness of
CNN-based localization. This makes “DCNN BLE” a promising
localization approach for navigation purposes in the real-world.

4.6 Evaluation of Localization Speed
We evaluated the speed of localization for our datasets. CNN-

based image localization is much faster than SfM-based local-
ization, and the speed is not dependent on the area size. Ta-
ble 6 shows the average time to localize one image for all eight
datasets. For the localization server, we used a PC with an Intel
Xeon CPU E5-2660 v3 2.60 GHz (10 cores) processor with an
NVIDIA TITAN X (Pascal) GPU.

“BLE Net” shows the result of our proposed CNN-based ap-
proach when inputting only BLE signals. “DCNN BLE” shows
the result for our proposed CNN-based approach when inputting
both images and BLE signals. Although our approach has a dual-
stream network and requires slightly more computational cost
than “PoseNet σ”, the average time to localize an image is same.
Both “DCNN BLE” and “PoseNet σ” can localize an image in
less than 10 ms and are much faster than “SfM BLE”. For this
reason, our approach and other CNN-based approaches will be
suitable for real time applications.

4.7 Evaluation of Robustness to Environmental Changes
In actual navigation systems, some BLE beacons stop work-

ing due to battery exhaustion or device failure. Maintaining BLE
beacons frequently needs large costs, so it is important to realize
a localization system that is robust to BLE device failures.

We evaluated the robustness of our CNN-based approach in
such a situation by randomly selecting BLE beacons and ignor-
ing the signals of these beacons. To simulate a situation in which
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Table 7 Average and standard deviation of positional errors in meters and rotational errors in degrees
for our “DCNN BLE”. Percentage values show the ratio of ignored BLE beacons in the testing
phase.

5% 10% 15% 20%
Pos. Error Rot. Error Pos. Error Rot. Error Pos. Error Rot. Error Pos. Error Rot. Error

D1 0.89 ± 1.8 4.1◦ ± 5.2 0.89 ± 1.8 4.1◦ ± 5.2 0.90 ± 1.8 4.1◦ ± 5.2 0.96 ± 1.9 4.1◦ ± 5.2
D2 0.55 ± 0.3 2.9◦ ± 6.0 0.56 ± 0.3 2.9◦ ± 6.0 0.55 ± 0.3 2.9◦ ± 6.0 0.62 ± 0.4 2.9◦ ± 5.9
D3 0.65 ± 0.6 5.9◦ ± 13.5 0.66 ± 0.6 5.9◦ ± 13.5 0.68 ± 0.6 5.9◦ ± 13.5 0.67 ± 0.6 5.9◦ ± 13.5
D4 0.63 ± 0.8 5.0◦ ± 5.3 0.66 ± 0.8 4.9◦ ± 5.3 0.68 ± 0.8 5.0◦ ± 5.3 0.69 ± 0.8 4.9◦ ± 5.3
D5 0.61 ± 0.8 5.3◦ ± 10.3 0.62 ± 0.8 5.3◦ ± 10.3 0.63 ± 0.8 5.3◦ ± 10.3 0.65 ± 0.8 5.3◦ ± 10.3
D6 0.62 ± 0.8 5.0◦ ± 4.5 0.63 ± 0.8 4.9◦ ± 4.5 0.68 ± 0.8 4.9◦ ± 4.5 0.68 ± 0.8 4.9◦ ± 4.5
D7 0.45 ± 0.4 8.1◦ ± 6.9 0.44 ± 0.4 8.1◦ ± 7.0 0.49 ± 0.5 8.1◦ ± 7.0 0.51 ± 0.5 8.1◦ ± 7.0
D8 0.88 ± 0.9 6.6◦ ± 8.7 0.89 ± 0.9 6.5◦ ± 8.7 0.90 ± 0.9 6.5◦ ± 8.7 0.93 ± 0.9 6.6◦ ± 8.7

BLE devices fail after collecting training data, the selected BLE
beacons were ignored only in the testing phase.

Table 7 shows the results. We evaluated by different percent-
ages of BLE device failures. Each setting was repeatedly tested
10 times because the ignored BLE beacons were randomly se-
lected. By increasing the percentage of BLE device failures, the
accuracy become slightly worse. However, even when 20% of
BLE beacons are removed from test data, the accuracy is still bet-
ter than CNN-based baseline approaches except the dataset “D5”.
When less than 10% of BLE beacons are removed, the accuracy is
better than CNN-based baseline approaches for all datasets. The
results show that our proposed CNN-based approach is robust to
BLE device failures.

We note here that we evaluated the effect of reducing BLE bea-
cons only for the testing phase. This is more challenging than
reducing BLE beacons both for training and testing phase. The
results indicate that our approach is also robust to environments
with fewer BLE beacons. The optimal number of BLE beacons
depends on how they are placed in an environment. Investigation
of how much we can reduce BLE beacons is left as a future work.

In addition to the changes of BLE signals, the visual appear-
ance of environments will change over time in real-world appli-
cations. Although previous work showed that CNN based local-
ization approach is robust to environmental changes [17], the ac-
curacy will be worse if the environments undergo large visual
changes. The trained model can be made more robust to visual
changes by using training videos recorded in different conditions.
We left the question of how many training videos will be needed
for real-world applications as a future work.

5. Conclusion

We proposed two approaches to improve the accuracy of SfM-
based image localization and deep CNN-based image localization
by integrating radio-wave information. In our experiments, we
first showed the proposed radio-wave CNN model can directly
regress 6-DOF poses only by using radio-wave signals. Then, we
showed that the proposed SfM approach and CNN approach are
more accurate than their baseline approaches. Our CNN-based
approach reduced the average localization error about 0.4 m at
most, and the 90 percentile localization error about 0.7 m at most
compared to the state-of-the-art CNN-based image localization.
Compared with SfM-based approaches, our CNN-based approach
is significantly more robust and has close localization accuracy.
In addition to its robustness, the CNN-based approach is superior
to the SfM-based approach in computational speed and memory

efficiency. The results also showed that our CNN-based approach
is robust to BLE device failures.

In this work, we focused on localizing from an image and BLE
signals. Our approach is not limited by BLE signals, and can be
used with other radio-wave signals, such as Wi-Fi. Our approach
does not require any additional prior knowledge about environ-
ments, such as locations of radio-wave transmitters. Because
most smartphones have cameras and BLE sensors, our approach
can be applied in wider application areas. Our future works in-
clude applying our proposed localization approach to navigation
systems in the real-world.
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